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Abstract  Rate-based congestion control promises effective traffic management for the ABR service class suitable to data
communications in ATM networks. There have been proposed several rate-based congestion control schemes in the ATM
Forum, including EPRCA and EPRCA++ methods. While many studies have been devoted for these schemes in the past,
only ABR traffic is taken into account; the effect of VBR and CBR service classes, in which real-time traffic are applied, are
not considered. In this paper, we evaluate performance of rate-based congestion control schemes in the network where not
only ABR traffic but also VBR traffic are accommodated.
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1 Introduction

Therate-based scheme controlsthe cell emission rate of each
connection between end systems. As practical realizations,
severa rate-based congestion control schemes have been
proposed in the ATM Forum. In this paper, we focus
on two schemes. EPRCA (Enhanced Proportional Rate
Control Algorithm) and EPRCA++. EPRCA is a basis
of standard traffic management mechanism adopted by the
ATM Forum [1]. In the standard, only the behaviors of the
source and destination end systems are described, and the
implementation issues regarding the ATM switches are |eft
to manufacturers. In [1], however, they suggest three types
of switches, EFCI bit setting switch (EFCI), binary enhanced
switch (BES), and explicit down switch (EDS), which have
different processing capabilities against congestion. On
the other hand, EPRCA++ is a newly proposed algorithm
for improving the network performance but needs more
complex functions at the switch [2]. Refer to [3] for more
details of EPRCA and EPRCA++.

While a lot of studies have been devoted to evaluation
of these schemes, only ABR traffic is taken into account;
the effect of VBR and CBR service classes, in which real-
time traffic are applied, are not considered. In this paper,
we evaluate performance of rate-based congestion control
schemes in the network where not only ABR traffic but
also VBR traffic are accommodated. In the current paper,
we assume that CBR service class is used for video traffic.
Namely, when the video traffic is generated, the call setup
process is performed prior to its actual cell transmissions.
Since we consider the CBR service class, only the peak rate
is required for the traffic descriptor in this case. Further,
in the network, CBR service class cells are assumed to
be given higher priority than ABR service class cdlls for
assuring QoS of CBR service class. See, eg., [4] for the
switch architecture to provide such priority services.

Theproblem is, however, that video traffic essentially has
a bursty nature. So the cell generation rate per frame is
varied if a compression technique like MPEG is applied to
the video sources. Note that we here distinguish a traffic
class and a service class; CBR traffic generates cellsin the
constant bit rate while CBR service classisthe classrelated
to CAC. Therefore, the CBR service class may accept VBR
traffic which generatescellsinthevariablebit rate. Thenthe
available bandwidth (i.e., residua bandwidth) to the ABR
service class is changed dependent on cell generation of the
VBR traffic. It was never considered in the past studies
in which the available bandwidth to the ABR service class
is fixed. In the current paper, we treat such a case that
the VBR traffic is applied to the CBR service class, which
is most likely to be redlized in the ATM network by its
simplicity since VBR service class still has difficulties in
implementation for CAC and UPC.

When we consider both ABR and CBR service classes
in the network, the rate-based control algorithms for ABR
service class must be affected by the characteristics of video
traffic. In this paper, we will use sampled data taken from
MPEG streams for VBR traffic. Then, we investigate the
performance of ABR traffic class. For this purpose, we use
EPRCA and EPRCA++, the rate-based control algorithms
discussed in the ATM Forum, and demonstrate drawbacks
of those agorithms through simulation experiments.

2 Simulation Model

The propagation delay between the source and destination
end systems 7 are set at 0.01 ms and 1.00 ms as typical
values for LAN and WAN environments, respectively. The
link speed at the switch is set to 156 Mbit/s.

There are the number Ny of connections for the ABR
traffic, and the establishment of connections is staggered
by 5 ms; that is, nth connection starts its cell transmission
a (n—1) x 5ms. Then all connections continue cell
transmissions until the end of simulation runs. For control
parameters of EPRCA and EPRCA++, we use the values
suggested in [1] and [2], respectively. Each simulation is
executed during 300 ms.

T
Nvc BW ;
% Switch
with ACR g

Destination End Systenr

Source End System

Fig. 1: Configuration of Simulation Model.

It is assumed that VBR traffic is assigned higher priority
than ABR traffic; i.e., VBR traffic cells are transmitted prior
to ABR cells at the switch if VBR cells exist in the buffer.
Therefore, the bandwidth available to ABR traffic should
be affected by the cell generation rate of VBR traffic, which
is varied dependent on the time. As a typical example of
VBR traffic, we adopt MPEG-1 encoded video stream of 30
frame/s, 352 x 240 pixels with average rate 4.5 Mbit/s and
peak rate 14.84 Mbit/s. 1t meansthat up to ten video streams
can be multiplexed since we assume that the CBR service
classis used to transport video streams. In our simulation,
ten identical VBR sources are multiplexed with different
starting points.

EPRCA++ requires information about the bandwidth
available to the ABR traffic. If we only consider the ABR
traffic, it isidentical to the VP capacity, being equal to the



physical capacity of thelink in most cases. When VBR traf-
ficisalso accommodated onto the link, however, we should
introduce some method to measure the bandwidth available
to the ABR traffic because it is dynamically changed due
to the bursty nature of VBR traffic. Since such a method
is not described in the original EPRCA++ method [2], we
assumethat the switch countsincoming VBR cellsin afixed
time interval besides input traffic monitoring; That is, the
available bandwidth for ABR traffic, BW’, is estimated as

BW’ = BW x (T—NVBR)/T,

where T is the averaging interval, BW is the link speed,
and Ny g isthe number of incoming VBR cellsduring T'.
In our simulation, 7" is set to 30 cell times. We note that
in the case of EPRCA, such a mechanism is not necessary
since the status on the bandwidth utilization is guessed from
the queue length.

3 Effect of VBR traffic

Simulation results for Ny = 10 and 7 = 0.01 (as LAN
environment) are first presented in Figs. 2 through 5. Each
figure contains permitted cell rate ACR at the source end
system and queue length at the switch. Thetarget utilization
of EPRCA++ is set to 0.95 as suggested in [2]. ACR
of selected connections and the aggregate rate for both of
ABR and VBR connections are plotted in these figures.
We can observe that the frequency of the rate increase and
decrease is directly influenced by the aggregate generation
rate of VBR traffic as can be expected. When comparing
EPRCA and EPRCA++, it may conclude that the overall
performance of ABR connections are not very bad even
in the existence of VBR connections, and that EPRCA++
method outperforms EPRCA methodsin LAN environment.

When the propagation delay becomes large, however,
VBR traffic gives a different impact on each scheme. In
Figs. 6 through 9, we show cell rates and the queue length
for 7 = 1.00 msas WAN environment. In these figures, the
BES switch gives better utilization since (1) the EFCI switch
uses FECN-like slower congestion notification and (2) the
EDS switch frequently does major reduction. It is true that
the performance of the EDS switch may be improved by an
appropriate use of control parameters. However, it implies
that too intelligent scheme causes unexpected results unless
the careful parameter tuning is performed before applying
such a schemeto real systems.

This tendency becomes more apparent when we see the
results of EPRCA++. As can be observed in Fig. 9,
the queue length explosion is unacceptable in the case of
EPRCA++ when the target utilization is 0.95. The reason
why EPRCA++ shows worst performance can be explained
asfollows. EPRCA++ determinesthe explicit rate of source
end systems (ER) by observing the usable bandwidth for
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Fig. 2. EPRCA with an EFCI Switch (Nye = 10, 7 =
0.01).
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Fig. 5: EPRCA++ (Nye = 10, 7 = 0.01).

the ABR traffic so that it tries to fully utilize the link at the
target utilization load. However, since it becomes too old
when the RM cell containing the ER value arrives at the
source end system in the case of large propagation delays.
Therefore, when the cell arriving rate of VBR traffic at the
switch grows (around at time 20 ms), the switch becomes
overloaded more and more. Recalling that EPRCA++ uses
FECN-like congestion notification, the larger 7 introduces
more overloaded switch. This problem can be avoided by
setting target utilization properly (0.85, for example). To
make the effect of the target utilization clear, we show the
maximum queue length of EPRCA++ with (and without)
VBR traffic for different values of the target utilization
(r = 1.00, Ny = 10) in Fig. 10. From thisfigure, it can
be found that the queue length increases rapidly unless the
target utilization is set to a proper value, and that a slightly
larger value of the target utilization causes a serious effect
on the network performance.
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Fig. 6: Effect of VBR Traffic on EPRCA with an EFCI
Switch (NVC =10,7 = 1.00).

In summary, we show the effect of the propagation delay =
on the maximum queue length in Fig. 11 for Ny = 10, and
effects of the number of connections Ny on the maximum
queue length in Figs. 12 and 13 for 7 = 0.01 and = = 1.00,
respectively.

From these figures, we may conclude that the EDS switch
of EPRCA isof good performance regardless of the network



250 T T T T
200 - ,
Z IRTTLF
S WOp  wbpganahe o pEEEE
= [ R I AR
] T I A AR
© \lv‘:u“u“'\’u‘_ll"‘ SRR TR
o 100 [ B _
8 | »\“‘ ! m\\vl y}ﬂ' vy \\.!. é
=3
Q
I
24
0 1l 1 B 1 1 8
0 50 100 150 200 250 300
Time (ms)
600 T : T T T
0 50 100 150 200 250 300
Time (ms)
500 E
T 400k i 20000 r T . : .
£ 18000
2
g 300F N 16000
() —
E = 14000 |
g 200 g
o = 12000 -
5
100 $ 10000
—
2 8000
0 : : : S 6000
0 50 100 150 200 250 300 o
Time (ms) 4000 F
2000
Fig. 7: Effect of VBR Traffic on EPRCA with aBES Switch 0 : : : : :
0 50 100 150 200 250 300
Time (ms)

(Nve = 10, 7 = 1.00).

Fig. 9: Effect of VBR Traffic on EPRCA++ (Ny¢ = 10,
7 = 1.00, target utilization = 0.95).

@
=
Qo
2
2
©
o
ko
(6]
5000 T T T T T I
' with VBR —~— 4
0 50 100 150 200 250 300 = without VBR 4+ i
Time (ms) ‘4000 -
Pt
5 !
350 T T T T T & 3000 ( / 7
(V] ’r
300 - = /
& 2000 -
= 250 + - c /%
g 2 /
£ 200 g =
2 I 1000 / -
3 = /
° 150 + g Y
3 I
8’ 100 b o+ e 4---"717 + 1 1 1
0.8 0.82 0.84 0.86 0.88 0.9 0.92 094 0.96
Target Utilization
50 |-
0 : . ) Fig. 10: Effect of the Target Utilization (Ny¢ = 10, 7 =
0 50 100 150 200 250 300
Time (ms) 1.00).

Fig. 8: Effect of VBR Traffic on EPRCA with an EDS
Switch (Nye = 10, 7 = 1.00).



5000 —
EFCI Switch +— i
= BES Switch -+-- ! %
g 4000 - EDS Switch -8-- ! /1
‘s" EPRCA++ 0.85 -x- i ,//
=3 EPRCA++0.9 -&- | /
c ¥ -- ! /
§ 3000 | EPRCA®+095 - | ]
) ! s
=} /
() ! 7
S | Y
& 2000 F * K .
IS 7
=} /
£ 7
x
] 1000
=
0 Lo N M
0.01 0.1 1

Propagatiori Delay (ms)

Fig. 11: Effect of T on the Maximum Queue Length with
VBR Traffic (Ny¢ = 10).

500 T T T T T T T
EFCI Switch <—
BES Switch -+--

400 EDS Switch -8-- |

EPRCA++0.85 - L
EPRCA++ 0.9 -2~

5
K
e
=)
c
Q 300 | -
g s
g
© 200 - )
£
g
= 100 ¥ m
= e o
O -
0 L o o e e e S e

4 6 8 10 12 14 16 18 20
Number of Connections

Fig. 12: Effect of Ny on the Maximum Queue Length
with VBR Traffic (r = 0.01).

5000 . . , — . |
EFCI Switch ——
g # BES Switch -+~
T 4000 [ BES Switch - |
s - EPRCA++ 0.85 -x--
E EPRCA++0.9 & -
=
3000 - _
S x
[}
=)
& 2000 - _
£
=)
£
x
8 1000 | x
b= o
T
R EECr R 1
° : : . L L 1 1

4 6 8 10 12 14 16 18 20
Number of Connections

Fig. 13: Effect of Ny on the Maximum Queue Length
with VBR Traffic (r = 1.00).

scale, and that EPRCA ++ givesalmost optimal performance
in the LAN environment. Furthermore, it seems to be
difficult to apply EPRCA++ to the WAN environment unless
control parameters are set carefully.

4 Concluding Remarks

Rate-based congestion control promises effective traffic
management for the ABR service class suitable to data
communications in ATM networks. In this paper, we
have evaluated performance of rate-based congestion con-
trol schemesin the network where not only ABR traffic but
also VBR traffic are accommodated. Through simulation
experiments, we have shown drawbacks of current propos-
als of rate-based congestion control schemes in multimedia
environment. We have illustrated that the EDS switch of
EPRCA is of good performance regardliess of the network
scale, and that EPRCA ++ givesalmost optimal performance
in the LAN environment. Furthermore, it has been found
that it seems to be difficult to apply EPRCA++ to the WAN
environment unless control parameters are set carefully.
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