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Abstract

In this paper, we model DCCP congestion control mech-
anism and RED as independent discrete-time systems using
fluid-flow approximation. By interconnecting DCCP con-
nections and RED routers, we model the entire network
as a feedback system called DCCP/RED. We then analyze
the steady state performance and the transient state per-
formance of DCCP/RED. Specifically, we derive the packet
transmission rate of DCCP connections, the packet trans-
mission rate, the packet loss probability, and the average
queue length of the RED router in steady state. Moreover,
we investigate the parameter region where DCCP/RED op-
erates stably by linearizing DCCP/RED around its equi-
librium point. We also evaluate the transient state perfor-
mance of DCCP/RED in terms of ramp-up time, overshoot,
and settling time. Consequently, we show that the stabil-
ity and the transient state performance of DCCP/RED de-
grade when the weight of the exponential weighted mov-
ing average, which is one of RED control parameters, is
small. To solve this problem, by adding changes to the func-
tion with which RED determines the packet loss probability,
we propose RED-IQI (RED with Immediate Queue Infor-
mation). We analyze the transient state performance of the
feedback system DCCP/RED-IQI where DCCP connections
and RED-IQI routers are interconnected. Consequently, we
show that DCCP/RED-IQI has significantly better transient
state performance than DCCP/RED.

1. Introduction
In recent years, real-time applications, such as video
streaming, IP telephone, TV conference, and network
game, become popular rapidly by increasing speed of
the network or rising demand for multimedia applica-
tions. DCCP (Datagram Congestion Control Protocol) is
proposed as a new transport layer protocol for real-time ap-
plications [1]. DCCP performs congestion control be-
tween source and destination hosts, and an application
using DCCP can choose the type of congestion con-

trol mechanisms. Currently, TCP-like congestion con-
trol profilethat performs congestion control similar to TCP,
and TFRC congestion control profile that performs con-
gestion control similar to TFRC (TCP Friendly Rate
Control) are proposed. Whereas DCCP performs con-
gestion control between source and destination hosts,
AQM (Active Queue Management) mechanisms that per-
form congestion control at routers in the network have
been capturing the spotlight in recent years [2]. A rep-
resentative AQM mechanism is RED (Random Early
Detection) [3], which probabilistically discards an arriv-
ing packet.

In the literature, many studies on the congestion control
mechanism of TCP, which is adopted in the TCP-like con-
gestion control profile of DCCP, have been extensively per-
formed [4-8]. In particular, characteristics of the mixed en-
vironment of TCP connections and RED routers have been
extensively studied. For instance, in [7], the congestion
control mechanism of TCP and RED are modeled as inde-
pendent discrete-time systems. The entire network is then
modeled as a feedback system where TCP connections and
the RED router are interconnected. By applying control the-
ory, the steady state performance and the transient state per-
formance of the TCP congestion control mechanism and
RED are analyzed. Moreover, in [4-6], the TCP congestion
control mechanism and RED are modeled as independent
continuous-time systems, and the steady state performance
of RED is analyzed. In [8], it is shown that the transient state
performance and the robustness of RED improve, when the
function with which RED determines the packet loss proba-
bility is changed to a concave function to the average queue
length.

Although characteristics of the mixed environment of
TCP congestion control mechanism and RED have been
sufficiently investigated, characteristics of the mixed envi-
ronment of TFRC congestion control mechanism and RED
have not been sufficiently studied [9-12]. In [11], fairness
between TCP-friendly rate control mechanism and TCP in
steady state is evaluated with simulations and traffic mea-
surements of the Internet. Moreover, in [10], fairness be-
tween TFRC and TCP is evaluated by simulation. The



transient state performance of a TCP-friendly rate control
mechanism is also evaluated. However, these studies as-
sume that all routers are DropTail routers and the effect of
the interaction between TFRC connections and RED routers
has not been fully investigated [9, 12].

In this paper, we model DCCP congestion control mech-
anism and RED as independent discrete-time systems by
using the modeling approach in [7]. We then analyze the
steady state performance and the transient state perfor-
mance of DCCP/RED. Specifically, we derive the packet
transmission rate of DCCP connections, the packet trans-
mission rate, the packet loss probability, and the average
queue length of the RED router in steady state. Moreover,
we investigate the parameter region where DCCP/RED op-
erates stably by linearizing DCCP/RED around its equilib-
rium point. We also evaluate the transient state performance
of DCCP/RED in terms of ramp-up time, overshoot, and
settling time.

The organization of this paper is as follows. In Section 2,
we model DCCP congestion control mechanism and RED
as independent discrete-time systems. By interconnecting
these models, we obtain DCCP/RED model, the model of
the entire network. In Section 3, we derive the packet trans-
mission rate of DCCP connections, the packet transmis-
sion rate, the packet loss probability, and the average queue
length of the RED router in steady state. In Section 4, we
analyze the transient state performance of DCCP/RED by
linearizing DCCP/RED around its equilibrium point. More-
over, in Section 5, we present several numerical examples
and show quantitatively how the steady state performance
and the transient state performance of DCCP/RED change
with the bottleneck link bandwidth and the propagation de-
lay of the network. We also show that the stability and the
transient state performance of DCCP/RED degrade when
the weight of the exponential weighted moving average is
small. In Section 6, we propose RED-IQI by adding changes
to the function with which RED determines the packet loss
probability. We then analyze the transient state performance
of DCCP/RED-IQI. Finally, in Section 7, we conclude this
paper and discuss future works.

2. Modeling DCCP and RED
In this paper, we model DCCP congestion control mecha-
nism and RED as independent discrete-time systems with a
time slot of ∆. We model the entire network as a single feed-
back system where DCCP connections and RED routers
are interconnected. First, we model the congestion control
mechanism of DCCP as a discrete-time system, where the
input is the packet arrival rate at a destination host and the
output is the packet transmission rate from a source host.
Next, we model RED as a discrete-time system, where the
input is the packet arrival rate and the output is the packet
transmission rate.
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router

DCCP
source N

DCCP
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Figure 1. Analytic model

Figure 1 shows the analytic model used in this paper.
N DCCP connections share the single bottleneck link. All
DCCP connections’ two-way propagation delays are equal,
which are denoted by τ . The bottleneck link bandwidth
is denoted by µ. We denote four control parameters of
RED by maxp (maximum packet loss probability), maxth

(maximum threshold), minth (minimum threshold), and wq

(weight of exponential weighted moving average). Further-
more, RED buffer size is denoted by L.

In this analysis, we introduce a concept of the packet ar-
rival rate at a destination host notified of a source host by
ACK packets, to unify the input and the output of the mod-
els to the packet arrival/transmission rate. Since informa-
tion on the arrival status of packets at a destination host is
included in ACK packets, a source host can estimate the
packet arrival rate at a destination host.

In this analysis, we assume the followings; since DCCP
is mainly used for real-time applications, it is assumed that
a source host always has data to transfer. When the packet
loss probability of the network is small and DCCP conges-
tion control works appropriately, DCCP operates in the con-
gestion avoidance phase. Therefore, DCCP with the TCP-
like congestion control profile is assumed to operate in the
congestion avoidance phase.

First, we model change of the DCCP window size. The
packet loss probability in the network is denoted by p, and
the DCCP window size is denoted by w. Change of the
DCCP window size is given by [13]

w ← w + (1− p) 1
w − p (1− pTO(w, p)) 1

2
4 w
3

−p pTO(w, p)
(

4 w(k)
3 − 1

)
,

where pTO(w, p) is the probability that DCCP detects the
packet loss by the timeout mechanism when the window
size is w and the packet loss probability is p [14]:

pTO(w, p) =
(1−(1−p)3) (1+(1−p)3 (1−(1−p)w−3))

(1−(1−p)w) .

p(k) is defined as the packet loss probability at slot k in
the network, R(k) the DCCP round-trip time, and w(k)



the DCCP window size. The packet loss probability of the
network that a source host detects at slot k is given by
p(k − R(k)

∆ ). Suppose that ACK packets are not discarded
due to congestion on the path from a destination host to a
source host, the ACK Ratio value converges to 1Hence, the
DCCP window size w(k + 1) at slot k + 1 is approximately
given by

w(k + 1) � w(k) +
w(δ)
R(k)

∆
{

(1− p(δ))
1

w(k)
−p(δ)(1− pTO(w(δ), p(δ)))2 w(k)

3

−p(δ) pTO(w(δ), p(δ))(4 w(k)
3 − 1)

}
,

(1)

where δ ≡ k −R(k)/∆.
The packet arrival rate at a destination host x(k) is deter-

mined by the past packet transmission rate of a source host
and the past packet loss probability in the network, y(δ) and
p(δ).

x(k) = (1− p(δ))y(δ)

Thus, the DCCP packet transmission rate is given by the
following equation from change of the DCCP window size
given by Eq. (1).

y(k + 1) � f(x(k), y(k), R(k))
= y(k) + ∆ x(k)

y(k)R(k)2 − 2
3∆y(k) {y(δ)− x(k)}

×
{
1− pTO(x(δ)R(δ), 1 − x(k)

y(δ) )
}

−∆
{

4
3y(k)− 1

R(k)

}
{y(δ)− x(x)}

×pTO(x(δ)R(δ), 1 − x(k)
y(δ) )

(2)

Next, we model the congestion control mecha-
nism of DCCP with the TFRC congestion control pro-
file as a discrete-time system. The input x(k) of DCCP
with the TFRC congestion control profile is the packet ar-
rival rate at the destination host notified of the source host
at slot k. Moreover, the output y(k) is the packet transmis-
sion rate from a source host at slot k.

The packet loss event rate at slot k is defined by pe(k),
and the DCCP connection’s round-trip time R(k). Suppose
that the source host receives an ACK packet at slot k. In this
case, the DCCP source host changes the transmission rate
y(k + 1) at slot k + 1 as [15]

y(k + 1) = min (X(pe(k), R(k)), 2 x(k)) , (3)

where X(pe(k), R(k)) is given by

X(pe(k), R(k)) =
1

R(k)
√

2pe(k)
3 +tRTO

(
3
√

3pe(k)
8 pe(k)(1+32pe(k)2)

) , (4)

where tRTO is the TCP retransmission timer, and is can be
approximated by 4R(k) [15].

Supposing that a RED router discards a packet randomly
with the probability p, the packet loss event rate pe mea-
sured by DCCP and the packet loss probability p at a RED
router satisfy the following relation:

1
p(k) = 1×∑M

i=1

(
(1− pe(k))i−1 pe(k)

)
+

∑∞
i=M+1

(
i (1− pe(k))i−1 pe(k)

)
,

(5)

where M(= R(k) y(k)) is the number of packets that arrive
at the RED router during a round-trip time.

Finally, we model the RED router as a discrete-time sys-
tem. The input x(k) is the packet arrival rate at the RED
router at slot k. Moreover, the output y(k) is the packet
transmission rate from the RED router at slot k.

We define µ as the bottleneck link bandwidth and p(k)
as the probability that the RED router discards packets.
Since the packet arrival rate at the RED router is x(k), the
packet transmission rate from the RED router is given by
(1 − p(k))x(k). Furthermore, since the maximum packet
transmission rate from the RED router is limited by the
output link bandwidth, the maximum of y(k) is limited by
the bottleneck link bandwidth µ. Hence, the output y(k) of
RED is given by [13]

y(k) = min((1− p(k))x(k), µ). (6)

The current queue length of RED at slot k is denoted
by q(k), and the average queue length is denoted by q(k).
When the buffer size of the RED router is L, the current
queue length q(k + 1) at slot k + 1 is given by [13]

q(k + 1)
= min [max {q(k) + (x(k) − µ)∆, 0} , L] . (7)

Let q be the current queue length of RED, and q be the
average queue length of RED. RED updates the average
queue length q for every packet receipt as [3]

q ← (1− wq) q + wq q. (8)

Since the packet arrival rate at slot k is x(k), the aver-
age queue length q(k) at slot k + 1 is approximately given
by [13]

q(k + 1) � q(k) + x(k)∆ wq(q(k)− q(k)). (9)

RED determines the packet loss probability pb(k) from
its average queue length q(k) [3] as

pb(k) =




0 if q(k) < minth
maxp

maxth −minth
(q(k)−minth)

if minth ≤ q(k) < maxth

1 if q(k) ≥ maxth.

(10)

Finally, the RED router discards arriving packets with
the probability pa(k) determined by

pa(k) =
pb(k)

1− count× pb(k)
, (11)



where count is the number of packets arrived at the router
since the last packet discarded. Since the packet loss prob-
ability p(k) in the RED router is the average of pa(k), it is
given by [3]

p(k) =
2pb(k)

1 + pb(k)
. (12)

Note that using the current queue length q(k) of RED, a
DCCP connection’s round-trip time at slot k is given by

R(k) =
q(k)
µ

+ τ. (13)

3. Steady State Analysis
In what follows, we analyze the steady state performance of
DCCP/RED utilizing analytic models constructed in Sec-
tion 2. Specifically, we derive the packet transmission rate
of DCCP connections, the packet transmission rate, the
packet loss probability, and the average queue length of
RED in steady state. In Section 5, we will validate our ap-
proximate analysis by comparing numerical examples with
simulation ones.

Since the congestion control mechanism of DCCP with
the TCP-like congestion control profile is the AIMD win-
dow control, the window size oscillates when the feedback
delay is not negligible. Consequently, the packet transmis-
sion rate never converges to a fixed value. Note that the out-
put from our DCCP model with the TCP-like congestion
control profile represents not an instantaneous value of the
oscillating packet transmission rate, but the expected value
of the packet transmission rate.

The packet transmission rate of DCCP and RED in
steady state (k → ∞) are denoted by y∗

D and y∗
R, re-

spectively. Let N be the number of DCCP connections.
We can numerically obtain y∗

D and y∗
R by solving equa-

tions y(k + 1) = y(k) = y∗
R, x(k) = y∗

R

N (Eq. (2)),
y(k + 1) = y(k) = y∗

R, and x(k) = N y∗
D (Eq. (6)). Focus-

ing on the input x∗
R and the output y∗

R of a RED router, we
have the following relation

y∗
R = (1− p∗)x∗

R, (14)

where p∗ is the packet loss probability at the RED router in
steady state. We can obtain p∗ by solving Eq. (14) for p∗.
Furthermore, from Eqs. (10) and ( 12), we can easily obtain
the average queue length q∗ of the RED router.

4. Transient State Analysis
We then analyze the transient state performance of
DCCP/RED by linearizing the discrete-time model around
its equilibrium point.

First, we focus on the feedback system where DCCP
connections with the TCP-like congestion control pro-
file and RED routers are interconnected. The states of

DCCP and RED are determined by the packet arrival
rate xD(k) at the destination host (notified by a destina-
tion host via ACK packets) at slot k, the packet transmis-
sion rates yD(k) · · · yD(k − R(k)

∆ ) from the source host,
the packet arrival/transmission rate of the RED router
at slot k, xR(k) and yR(k). We introduce a state vec-
tor x(k) that is composed of differences between each state
variable at slot k and its equilibrium value:

x(k) ≡




xD(k) − x∗
D

yD(k) − y∗
D

...
yD(k − R(k)

∆ ) − y∗
D

xR(k) − x∗
R

yR(k) − y∗
R




(15)

We focus on state transition between slot k and slot k + 1.
Although all discrete models (Eqs. (1), (2), (6)–(12)) in our
analysis are nonlinear, they can be written in the follow-
ing matrix form by linearizing them around their equilib-
rium values x∗

D , y∗
D, x∗

R, and y∗
R.

x(k + 1) = Ax(k), (16)

where A is the state transition matrix of the state vector
from x(k) to x(k + 1). The eigenvalues of the state tran-
sition matrix A determine the transient state performance
(i.e., convergence performance to the equilibrium point) of
the discrete-time systems given by Eqs. (1), (2), (6)–(12).
Let λi(1 ≤ i ≤ R(k)

∆ + 3) be the eigenvalues of the state
transition matrix A. The maximum absolute value of eigen-
values (maximum modulus) determines the stability and the
transient state performance of the feedback system around
its equilibrium point [16]. It is known that the smaller the
maximum modulus is, the better the transient state perfor-
mance becomes. It is also known that the system is stable if
the maximum modulus is less than 1.0.

Next, we focus on the feedback system where DCCP
connections with the TFRC congestion control pro-
file and RED routers are interconnected. The states of
DCCP with the TFRC congestion control profile and
RED are determined by the packet arrival rate xD(k)
at the destination host at slot k , the packet transmis-
sion rates yD(k) · · · yD(k − R(k)

∆ ) from the source host,
and the packet arrival/transmission rate of RED, at slot k,
xR(k) and yR(k). Hence, the state vector x(k) that is com-
posed of differences between each state variable at slot k
and its equilibrium value is given by Eq. (17).

We assume that the DCCP destination host sends an
ACK packet to its source host every n slot. We focus on
state transition between slot k and slot k + n. Although all
discrete models in our analysis (Eqs. (3)–(12)) are nonlin-
ear, they can be written in the following matrix form by lin-
earizing them around their equilibrium values x∗

D , y∗
D, x∗

R,



and y∗
R.

x(k + n) = ABn−1x(k), (17)

where A is the state transition matrix of the state vector
from x(k) to x(k +1) when the DCCP source host receives
an ACK packet (Eq. (3)). Moreover, B is the state transition
matrix of the state vector from x(k) to x(k + 1) when the
DCCP source host does not receive any ACK packet (i.e.,
x(k + 1) = x(k)). ABn−1 is the state transition matrix of
the state vector from x(k) to x(k + n). The eigenvalues of
the state transition matrix determine the transient state per-
formance (i.e., the convergence performance to the equilib-
rium point) of the discrete-time system given by Eqs. (3)–
(12).

5. Numerical Examples
In this section, by presenting some numerical examples, we
show quantitatively how the steady state performance and
the transient state performance of DCCP/RED change ac-
cording to the bottleneck link bandwidth and the propaga-
tion delay of the network. Furthermore, we validate our ap-
proximate analysis by comparing analytic results with sim-
ulation ones.

We performed simulation using ns-2 for the network
topology shown in Fig. 1. In this network, the link be-
tween two RED routers is the bottleneck, so that we focus
on the packet loss probability and the average queue length
of the upstream RED router. We run simulation for 150 [s]
and used simulation result of the last 100 [s] for measur-
ing DCCP connections’ packet transmission rates and the
packet loss probability of the RED router. We repeated
simulation 10 times and measured averages of the DCCP
connections’ packet transmission rates and the packet loss
probability of the RED router.

Unless explicitly stated, in the following numerical ex-
amples and simulations, we use the following parameters:
the number of DCCP connections N is 10, DCCP con-
nection’s two-way propagation delay τ is 50 or 100 [ms],
the bandwidth of all access links is 10 × µ [Mbit/s], the
buffer size of RED routers L is 250 [packet], and RED
control parameters are (maxp, minth, maxth, wq) = (0.1,
20 [packet], 100 [packet], 0.002).

First, we focus on the steady state performance of
DCCP/RED. We show the DCCP packet transmission
rate for different settings of the bottleneck link band-
width in Fig. 2. Here, we configure the DCCP connection’s
two-way propagation delay to τ = 50 and τ = 100 [ms].
Figure 2(a) shows results for DCCP with the TCP-like con-
gestion control profile. Figure 2(b) shows for DCCP with
the TFRC congestion control profile. These figures indi-
cate that the DCCP packet transmission rate increases as the
bottleneck link bandwidth increases. Moreover, we com-
pare analytic results with simulation ones. In DCCP with

the TCP-like congestion control profile, some errors are ob-
served between analytic results and simulation ones in
the region where bottleneck link bandwidth is large. In
other region, analytic results and simulation ones coin-
cide closely.

The disagreement between analytic and simulation re-
sults in DCCP with the TCP-like congestion control pro-
file is probably caused by sensitivity in the control parame-
ter setting of RED. Namely, the control parameter setting of
RED becomes inappropriate when the bottleneck link band-
width is large, so that utilization of the RED router in simu-
lation is degraded.

Next, we focus on the transient state performance of
DCCP/RED. Figure 3 shows the maximum modulus of the
state transition matrix (A or ABn−1) of DCCP/RED for
different settings of the bottleneck link bandwidth. Fig-
ure 3(a) shows results for DCCP with the TCP-like conges-
tion control profile (Eq. (2)). Figure 3(b) shows results for
DCCP with the TFRC congestion control profile (Eq. (3)).
In these figures, for investigating the effect of a RED control
parameter on its transient performance, the weight wq of the
exponential weighted moving average of RED is changed
to 0.0002, 0.002 and 0.02. Moreover, the number of DCCP
connections is N = 1, the two-way propagation delay of
DCCP connection is τ = 10 [ms].

These figures show that the maximum modulus increases
as the bottleneck link bandwidth increases. This means that
the transient state performance of DCCP/RED degrades as
the bottleneck link bandwidth increases. Moreover, it can
be found that the maximum modulus increases as the weight
wq of the exponential weighted moving average of RED be-
comes small. This can be explained as follows. The time
for the average queue length of RED following change of
the network state increases as the weight wq of the expo-
nential weighted moving average becomes small. Hence, it
becomes slow that the packet loss probability of RED fol-
lows change of the network state. Namely, setting wq to be
a small value has the same effect with increasing the feed-
back delay of the entire network.

Finally, we investigate how the maximum modulus of
the state transition matrix of DCCP/RED affects the tran-
sient state performance of DCCP/RED. Table 1 shows the
average queue length q∗, the maximum modulus λ of the
state transition matrix of DCCP/RED, and three transient
performance metrics: ramp-up time, overshoot and settling
time [16]. In our experiments, ramp-up time is defined as
the time required for the average queue length of RED to
reach 95% of the equilibrium value. Overshoot is defined
as the maximum difference of the average queue length of
RED from the equilibrium value. Settling time is defined as
the time required for the average queue length of RED to
be settled within 5% of the equilibrium value. Initial values
of state variables are set to 50% of their equilibrium values.
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Figure 2. DCCP/RED steady state performance (DCCP packet transmission rate)
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Figure 3. DCCP/RED transient state performance (maximum modulus of the state transition matrix)

The weight wq of the exponential weighted moving aver-
age of RED is configured to 0.0002, 0.002 and 0.02. More-
over, the number of DCCP connections is N = 1, the bot-
tleneck link bandwidth is µ = 4 [Mbit/s], and the two-way
propagation delay of DCCP is τ = 10 [ms].

These results show that ramp-up time, overshoot and set-
tling time decrease small as the weight wq of the exponen-
tial weighted moving average of RED increases. Namely,
one can find that the larger the weight wq of the exponen-
tial weighted moving average of RED is, the better the tran-
sient performance becomes.

6. RED-IQI (RED with Immediate Queue In-
formation)

In Section 5, we have shown that the transient state per-
formance is degraded as the weight wq of the exponential
weighted moving average becomes small in a system where
DCCP connections and RED routers are interconnected.

The packet loss probability pb of the RED router is de-
termined by the liner function of (q − minth)/(maxth −

minth) (Eq.10). We call (q − minth)/(maxth − minth)
queue occupancy. Use of this function is determined with-
out sufficiently taking account of the steady state perfor-
mance and the transient state performance of RED. It is
known that when the concave function is used as the func-
tion that determines the packet loss probability pb of the
RED router, the transient state performance and the robust-
ness of RED improve [8].

Therefore, in this section, to improve the stability and
transient state performance of the system where DCCP con-
nections and RED routers are interconnected, we propose
a RED-IQI (RED with Immediate Queue Information) by
adding the following changes to RED.

First, we change the calculation method of the average
queue length of RED. In RED-IQI, the weight of the expo-
nential weighted moving average is set to wq = 1. Thereby,
the feedback delay of DCCP/RED-IQI becomes small, and
the stability and the transient state performance are ex-
pected to improve. However, by configuring to w q = 1, the
packet loss probability of RED-IQI may sensitively fluctu-
ate according to temporary variation of the network state.



wq profile q∗ λ ramp-up time [ms] overshoot [packet] settling time [ms]
0.0002 TCP-like 51.443 0.9996 920 27.462 27340
0.002 TCP-like 51.443 0.9967 350 23.182 7530
0.02 TCP-like 51.443 0.9678 170 14.330 840
0.0002 TFRC 71.724 0.9995 1520 35.079 31970
0.002 TFRC 71.724 0.9954 530 21.649 4990
0.02 TFRC 71.724 0.9533 250 2.849 250

Table 1. DCCP/RED transient state performance indexes

However, since the AIMD congestion control is used in
the TCP-like congestion control profile, it is thought that
the variation of the packet loss probability causes little per-
formance degradation. On the other hand, since the TFRC
congestion control profile smooths the packet loss event
rate [15], it is thought that the variation of the packet loss
probability is also causes little performance degradation.

Next, we change the function that determines the packet
loss probability of RED. RED determines the packet loss
probability using the linear function to the queue occu-
pancy. In RED-IQI, we change this function to a concave
function. Specifically, we change the function that deter-
mines the packet loss probability pb to

pb = maxp Gφ

(
q −minth

maxth −minth

)
, (18)

where Gφ(x) is defined as

Gφ(x) =
(
1−

√
1− x2

)φ

. (19)

φ(> 0) is a parameter determining the concavity. In order
for Gφ to be concave,

φ ≥ lim
x→0

−1 +
√

1− x2 + x2
√

1− x2

x2
√

1− x2
=

1
2
. (20)

Next, we show quantitatively how the transient state per-
formance of DCCP/RED-IQI changes with the bandwidth
and the propagation delay of the network by presenting sev-
eral numerical examples. Due to space limitation, we just
focus on the transient state performance of DCCP/RED-
IQI. Figure 4 shows the maximum modulus of the state tran-
sition matrix (A or ABn−1) of DCCP/RED-IQI for differ-
ent settings of the bottleneck link bandwidth. Figure 4(a)
shows results for DCCP with the TCP-like congestion con-
trol profile (Eq. (2)). Figure 4(b) shows results for DCCP
with the TFRC congestion control profile (Eq. (3)). For
comparison purposes, the maximum modulus of the state
transition matrix of DCCP/RED is also shown in the fig-
ure. Here, the weight wq of the exponential weighted mov-
ing average of RED is configured to 0.002. Moreover, the
number of DCCP connections is N = 1, and the two-way
propagation delay of DCCP connection is τ = 10 [ms].

It can be found that the maximum modulus of
DCCP/RED-IQI increases as the bottleneck link band-
width increases from this figure. Moreover, by com-
paring the maximum modulus of DCCP/RED-IQI with
that of DCCP/RED, it can be found that the value of
DCCP/RED-IQI is smaller than that of DCCP/RED.
This means that DCCP/RED-IQI operates more sta-
bly than DCCP/RED.

Table 2 shows the average queue length q ∗, the max-
imum modulus λ of the state transition matrix, ramp-up
time, overshoot and settling time of DCCP/RED-IQI. The
number of DCCP connections is N = 1, the bottleneck link
bandwidth is µ = 4 [Mbit/s], and the two-way propaga-
tion delay of DCCP is τ = 10 [ms]. Table 2 shows that
the ramp-up time, the overshoot, and the settling time of
DCCP/RED-IQI are smaller than those of DCCP/RED (see
Tab. 1).

7. Conclusion and Future Work
In this paper, we have modeled DCCP congestion control
mechanism and RED as independent discrete-time systems,
and have modeled the entire network as a feedback system
by interconnecting DCCP connections and RED routers.
We have analyzed the steady state and transient state per-
formance of DCCP/RED. We have derived the packet trans-
mission rate of DCCP connections, the packet transmis-
sion rate, the packet loss probability, and the average queue
length of the RED router in steady state. We have also
derived the parameter region where DCCP/RED operates
stably by linearizing DCCP/RED model around its equi-
librium point. Furthermore, we have evaluated the tran-
sient state performance of DCCP/RED in terms of ramp-up
time, overshoot, and settling time. Consequently, we have
shown that the stability and the transient state performance
of DCCP/RED degrade when the weight of the exponential
weighted moving average is small. By adding changes to the
function with which RED determines the packet loss prob-
ability, we propose RED-IQI. We have shown that RED-
IQI significantly improves the transient state performance
such as overshoot, ramp-up time, and settling time com-
pared with RED.

As future work, it would be interesting to analyze large-
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(a) DCCP with TCP-like congestion control profile
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Figure 4. DCCP/RED transient state performance (maximum modulus of the state transition matrix)

profile q∗ λ ramp-up time [ms] overshoot [packet] settling time [ms]
RED-IQI TCP-like 62.715 0.9011 190 0 190
RED-IQI TFRC 85.057 0.9525 410 0 410

Table 2. DCCP/RED and DCCP/RED-IQI transient state performance indexes

scale networks by applying the analytic approach proposed
in [13] to the DCCP/RED model derived in this paper. It
would be also interesting to analyze a network with DCCP
connections with different congestion control profiles.
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