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Abstract—In this paper, we propose a recursive estimation
method of node characteristics called RENC (Recursive
Estimation of Node Characteristics) using the topological
structure of a complex networks. RENC reduces the effect
of noise by recursively estimating node characteristics using
the topological structure of a network. In this paper, we also
propose a network generation model called LRE (Linkage
with Relative Evaluation). The network generation model
LRE is for simulating a social network, in which every
node is likely to make decision based on relative evaluation,
so that it can reproduce several characteristics of a social
network. In this paper, we evaluate the effectiveness of our
recursive estimation method RENC by applying RENC to
several networks generated with LRE. Consequently, we
show that the estimation accuracy of node characteristics
can be improved by using our recursive estimation method
RENC.

I. INTRODUCTION

In recent years, attention to topological structure of real
complex networks has been increasing [1]. For instance,
researches on a mechanism determining topological struc-
ture of real complex networks and cause of small-world
and scale-free structures in real complex networks have
been performed [2], [3].

Among those researches analyzing the topological struc-
ture of real complex networks, researches on social net-
works, which represent communications among people,
have been actively performed [4]–[6].

Using network analysis techniques, topological struc-
tures of several real complex networks (e.g., AS-level
topology in the Internet, the hyperlink structure of Web
pages, the trackback structure of weblogs, the costarring
relation of movie actors, the citation relation of scientific
papers, corporate transaction, and co-occurrence relation
of words in natural languages) have been actively analyzed
(See [1], [7], [8] and references therein).

Such a topological structure of complex networks could
be utilized in various ways. For instance, we believe
that information retrieval, information analysis, and data
mining can be enhanced by utilizing characteristics of the
topological structure of complex networks.

For instance, limitation of conventional keyword-based
information retrieval systems has been addressed [9]. It is
therefore required that a new information retrieval system
by utilizing topological structure of a complex network
should be realized.

Once characteristics of a node in a network (node char-
acteristics) can be estimated from the topological structure
of a complex network, estimated node characteristics can
be utilized in various ways. Node characteristic are factors
that affect the topological structure of a network. For
instance, when corporate transactions are viewed as a
network [10], popularity and/or reliability of corporations
are factors that affect the structure of such a corporate
transaction network. Generally, topological structure of
a social network is determined by various social activi-
ties. We therefore expect that node characteristics (e.g.,
characteristics of people and/or organizations) are of great
importance.

Several estimation methods of node characteristics from
topological structure of a complex network are proposed
[10]–[12]. In those studies, however, insufficient investi-
gation on what the network structure tells us and how the
network structure can be utilized has been performed.

In this paper, we propose a recursive estimation method
of node characteristics called RENC (Recursive Estimation
of Node Characteristics) using the topological structure
of a complex network. RENC reduces the effect of noise
by recursively estimating node characteristics using the
topological structure of a network.

In this paper, we also propose a network generation
model called LRE (Linkage with Relative Evaluation). The
network generation model LRE is for simulating a social
network, in which every node is likely to make decision
based on relative evaluation, so that it can reproduce
several characteristics of a social network. In this paper,
we evaluate the effectiveness of our recursive estimation
method RENC by applying RENC to several networks
generated with LRE. Consequently, we show that the
estimation accuracy of node characteristics is improved
by using our recursive estimation method RENC.

The organization of this paper is as follows. First,
related works are summarized in Section II. In Section III,
a recursive estimation method of node characteristics
called RENC is explained. In Section IV, a network
generation model LRE that can reproduce characteristics
of a social network is explained. Section IV evaluates the
effectiveness of the recursive estimation method RENC.
Finally, Section VI concludes this paper and discusses
future works.
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II. RELATED WORK

Several researches regarding estimation method of node
characteristics from the topological structure of a complex
network have been performed. In [11], the hyperlink
structure of Web pages is regarded as a network, and an
estimation method of node characteristics using network
structure is proposed. In [11], node characteristic corre-
sponds to popularity and/or importance of a Web page. An
estimation method of node characteristic called PageRank
using topological structure of a network is proposed.

In [12], using the structure of an inter-industry relation
network, where a node corresponds to industry and a link
to relation between industries, an estimation method of
node characteristic is proposed. In [12], node characteristic
corresponds to structural superiority of industry. Similar
to [12], an index called SSI (Structural Superiority In-
dex) is proposed for an inter-industry relation network.
In the inter-industry relation network, SSI indicates how
advantageous a certain industry is as compared with other
industries from a network structural viewpoint.

In [10], an estimation method of node characteristic
is proposed for a corporate transaction network, where a
node corresponds to a corporation and a link corresponds
to corporate transaction. In [10], node characteristic corre-
sponds to superiority of corporation. An index called SSI
(Structural Superiority Index) is proposed for a corporate
transaction network. In a corporate transaction network,
SSI indicates how advantageous a certain corporation is
as compared with other corporations.

Our recursive estimation method RENC is not for
substituting any of those estimation methods, but for
enhancing those estimation methods. Namely, our recur-
sive estimation methods RENC can be applied to those
estimation methods [10]–[12]. Application of our recur-
sive estimation method RENC to the estimation method
proposed in [10] will be discussed in Section III-B.

III. RENC (RECURSIVE ESTIMATION OF NODE

CHARACTERISTICS)

In this section, we explain the basic idea and the algo-
rithm of RENC (Recursive Estimation of Node Character-
istic), followed by an example application of the recursive
estimation method RENC to SSI (Structural Superiority
Index) [10].

A. Algorithm

In Section II, several estimation methods of node char-
acteristic using the topological structure of a network
are described [10]–[12]. These methods simply utilize
the topological structure of an entire network; i.e., node
characteristic is estimated from information on all nodes
and links in a network. Node characteristic might be
estimated from nodes and links including irrelevant ones,
which are noise for estimating node characteristics. We
expect that estimation accuracy of node characteristics can

be improved by using only nodes and links, which seem
to be relevant for estimating node characteristics, rather
than all nodes and links comprising of a network.

The idea of recursive estimation method of node char-
acteristics is that node characteristics are estimated from
nodes and links, which are relevant for estimating node
characteristics, rather than using all nodes and links.
Node characteristics are estimated using a subset of the
network, where irrelevant nodes and links are removed
for estimating node characteristics.

The problem here is how irrelevant nodes and links for
estimating node characteristics are identified. For identify-
ing irrelevant nodes and links, RENC utilizes an existing
estimation method of node characteristics. RENC first
applies an existing estimation method of node charac-
teristics for identifying irrelevant nodes and links, and
removes those nodes and links for making a subset of the
network. The estimation method of node characteristics
is then recursively applied to the subset of the network
obtained in the previous step. Thus, node characteristics
are estimated recursively while repeatedly removing nodes
and links, which are likely to be irrelevant for estimat-
ing node characteristics. Such a recursive algorithm is
expected to reduce the effect of noise in estimation of
node characteristics.

In summary, the algorithm of the recursive estimation
method RENC is as follows.

(1) Estimate node characteristics from the topo-
logical structure of a network using a con-
ventional node characteristic estimation method
(e.g., an estimation method for SSI [10] or
PageRank [11]).

(2) Remove irrelevant nodes, which have small node
characteristic value (e.g., small PageRank or
SSI), and neighboring nodes connected with
those irrelevant nodes.

(3) Return to the step (1).

B. Example Application to SSI (Structural Superiority
Index)

In what follows, we explain how the recursive es-
timation method RENC can be applied to an existing
estimation method of node characteristics. As an example
application of RENC, we use the estimation method of
SSI proposed in [10]. We note that application of RENC
to the estimation method for PageRank proposed in [11]
is not impossible, but application of RENC to the esti-
mation method for PageRank does not always give good
result. When RENC is applied to PageRank, noise may
be superimposed in process of calculation [11]. This is
because the PageRank algorithm requires normalization
of a connectivity matrix [11], which must be noise for
estimating node characteristics.

SSI (Structural Superiority Index) is an index that shows
how advantageous a certain node is as compared with other
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nodes from a network structural viewpoint [10]. When a
link in a network has direction (i.e., network is a directed
graph), by assuming that an upstream node is superior to
a downstream node, superiority of each node is estimated.

Specifically, SSI of node i in a network, Si, is defined
as

Si ≡
∑
j �=i

ζji(S̃j + 1), (1)

where S̃j is an approximation of node j’s SSI, and is
defined as

S̃j ≡
∑
k �=j

ζkj(kI
k + 1), (2)

where kI
i is the input degree of node i. ζij is 1 if a link

exists from node i to node j, and 0 otherwise. Equation (1)
indicates that when kI

j is large (i.e., node j connected with
node i is connected by many nodes), SSI takes a large
value.

We then explain how the recursive estimation method
RENC can be applied to the estimation method for SSI.
In what follows, the number of repetitions of the RENC
algorithm is denoted as n, and the estimated SSI of node
i at the n-th repetition is denoted as Sn

i .
When RENC is applied to the estimation method for

SSI, node characteristics are estimated recursively as fol-
lows.

(1) Initialize the number of repetitions n as n← 1.
(2) Calculate SSI Sn

i from the topological structure
of a network.

(3) Remove irrelevant nodes, which have small SSI
values Sn

i , and neighboring nodes connected
with those irrelevant nodes.

(4) Increment the number of repetitions n as n ←
n + 1 and return to the step (2).

IV. NETWORK GENERATION MODEL LRE

LRE is a network generation model, which aims to
reproduce characteristics of various social networks. LRE
utilizes the fact that people generally build relationship
with others based on relative evaluation, rather than
absolute evaluation.

In the literature, several models for generating networks
have been proposed [2], [13]. For instance, BA (Barabási
Albert) model [13] is one of representative models for
generating a scale-free network. Notable features of BA
model are network growth and link preferential attach-
ment. In BA model, a connected network with a small
number of nodes is created, and nodes are incrementally
added to the network. A link is created between a new
node and existing one, which is randomly chosen from
all existing nodes with a probability proportional to the
degree of those nodes.

A network generation model for reproducing character-
istics of a social network is proposed in [2]. In this model,
similarly to BA model, nodes are incrementally added to

the network. A link is created between a new node and
existing one with a probability proportional to the attribute
of those nodes. Link creation algorithm of those network
generation models can be viewed as an algorithm based on
absolute evaluation; i.e., a newly added node determines
importance of each node using global knowledge.

However, in a social network, it is natural to assume
that relations among people are built not with absolute
evaluation but with relative evaluation.

The network generation model LRE mimics: (1) a new
node creates a link to an existing node randomly chosen
with a probability proportional to its importance, and
(2) importance of an existing node is determined not
by absolute evaluation but by relative evaluation. With
these features, we expect that LRE can reproduce several
characteristics of a social network.

In what follows, the number of nodes in a network is
N , and the average degree is k. Characteristic value of
node i (1 ≤ i ≤ N) is Ui. Note that Ui corresponds to a
hidden variable of a node in [14].

The network generation model LRE generates a network
as follows.

(1) Generate N disjoint nodes.
(2) Randomly choose nodes i and j from N nodes.
(3) Create a link from node i to node j with a

probability pij defined by

pij = α

(
Uj

Ui + Uj

)
, (3)

where α is a constant.
(4) If the number of links in a network reaches

kN/2, terminate the algorithm. Otherwise, return
to the step (2).

Example networks generated with the network gener-
ation model LRE are shown in Figs. 1 and 2. Figure 1
shows an example of network generated with LRE for
N = 1, 000, k = 3, and Ui following the normal
distribution N(100, 900). Figure 2 shows an example of
network generated with LRE for N = 1, 000, k = 4, and
Ui following the normal distribution N(100, 900).

V. EVALUATION

In this section, we evaluate the effectiveness of RENC
by applying RENC to networks generated with LRE.
Specifically, we evaluate the effectiveness of our recursive
estimation method RENC in terms of estimation accuracy
of node characteristics.

In the following results, our recursive estimation method
RENC is applied to the estimation method for SSI. As a
metric for evaluating estimation accuracy of node charac-
teristics, we introduce an index defined as

Sk ≡
k∑

l=1

Uv(l), (4)

where v(l) represents a node whose rank is l (i.e., the
node characteristic value of node v(l) is l-th largest among
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Figure 1: Example network generated with LRE for N =
1, 000, k = 3, and Ui following the normal
distribution N(100, 900)

Figure 2: Example network generated with LRE for N =
1, 000, k = 4, and Ui following the normal
distribution N(100, 900)

those of all nodes). Sk takes a larger value when estimation
accuracy of node characteristics is higher.

Two networks are generated with LRE for N = 1000,
and k = 3 or 5, and Ui following the normal distribution
N(100, 900).

Numerical results for a network with k = 3 are shown
in Figs. 3 through 7. These figure shows Sk (labeled as SSI
w/ RENC), in which v(l) is determined by the estimated
node characteristic value, as a function of k. Our recursive
estimation method RENC is repeated five times, and Sk at
each repetition is shown in Figs. 3 through 7, respectively.
Numerical results for a network with k = 5 are shown in
Figs. 8 through 12. For comparison purposes, Sk obtained
with the estimation method [10] (labeled as SSI) and the

ideal values of Sk are plotted in all figures. Note that these
values are not affected by the number of repetitions of the
RENC algorithm.

One can find from these figures that values of Sk with
RENC are larger than those of Sk without RENC when
the number of repetitions n is large. This indicates that
estimation accuracy of node characteristics with RENC
is higher than that without RENC when the number of
repetitions n is large. Such high accuracy is resulted from
the effect of reducing noise with our recursive estimation
method RENC. One can also find that the estimation
accuracy is well improved at the fourth repetition (i.e.,
n = 4), which demonstrates the effectiveness of recursive
estimation. It should be noted that although results are not
included here, we observed similar results when the node
characteristic value follows the Pareto distribution instead
of the normal distribution.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we have proposed a recursive estimation
method of node characteristics called RENC (Recursive
Estimation of Node Characteristics) using the topological
structure of a complex network. We have also proposed a
network generation model called LRE (Linkage with Rela-
tive Evaluation) which aimed to reproduce several charac-
teristics of various social network. We have evaluated the
effectiveness of our recursive estimation method RENC by
applying RENC to several networks generated with LRE.
Consequently, we have shown that the estimation accuracy
of node characteristics could be improved by using our
recursive estimation method RENC.

As a future work, we need more investigation on the
effectiveness of our recursive estimation method RENC.
In particular, it would be of importance to apply RENC
to several real complex networks for estimating their node
characteristics.
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Figure 3: Relation between rank of node and total of node
characteristic value (n = 1)
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Figure 4: Relation between rank of node and total of node
characteristic value (n = 2)
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Figure 5: Relation between rank of node and total of node
characteristic value (n = 3)
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Figure 6: Relation between rank of node and total of node
characteristic value (n = 4)
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Figure 7: Relation between rank of node and total of node
characteristic value (n = 5)
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Figure 8: Relation between rank of node and total of node
characteristic value (n = 1)
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Figure 9: Relation between rank of node and total of node
characteristic value (n = 2)
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Figure 10: Relation between rank of node and total of
node characteristic value (n = 3)
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Figure 11: Relation between rank of node and total of
node characteristic value (n = 4)
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Figure 12: Relation between rank of node and total of
node characteristic value (n = 5)


