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Abstract

In this paper, we propose a flow-level simulator called
FSIM (Fluid-based SIMulator) for performance evaluation
of large-scale networks, and verify its effectiveness using
our FSIM implementation. The notable features of our
flow-level simulator FSIM are its accuracy and fast sim-
ulation execution compared with conventional flow-level
simulators. For improving simulation accuracy, our flow-
level simulator FSIM utilizes accurate fluid-flow models.
For accelerating simulation execution speed, our flow-level
simulator FSIM adopts an adaptive numerical computa-
tion algorithm for ordinary differential equations. Another
notable feature of our flow-level simulator FSIM is its
compatibility with the existing network performance anal-
ysis tool. In this paper, through several experiments using
our FSIM implementation, we evaluate the effectiveness
of our flow-level simulator FSIM in terms of simulation
speed, accuracy and memory consumption. Consequently,
we show that our flow-level simulator FSIM outperforms a
conventional flow-level simulator; i.e., it realizes approxi-
mately 100% faster simulation with higher accuracy and
less memory consumption than a conventional flow-level
simulator.

I. Introduction

In recent years, the scale of the Internet has been
expanding rapidly. Because of widespread deployment of
Internet technologies, the number of hosts connected to
the Internet has been increasing exponentially [1]. Such
explosive expansion of the Internet makes it difficult to
understand behavior of the entire network. Hence, perfor-
mance evaluation technique for a large-scale network has
been demanded by many networking researchers [2].

Performance evaluation techniques for communication

networks are classified into three categories: mathematical
analysis, simulation, and experiment [3]. Simulation is a
common technique for performance evaluation utilizing
computers. In simulation, computer models of building
blocks of the target network are built, and behavior of
those building blocks are simulated [3]. Compared with
mathematical analysis, simulation can be applied to per-
formance evaluation of more complicated networks.

Considering trade-offs between accuracy and cost, sim-
ulation is the promising technique for performance eval-
uation of a large-scale networks. In the literature, there
are several studies on simulation techniques for a large-
scale network (see [4]–[6] and the references therein).
Depending on granularity of simulation models, network
simulators can be classified into two categories: packet-
level simulator and flow-level simulator.

Packet-level simulator mimics behavior of every packet
in a network [7]. For instance, packet arrivals at a router
and packet departures from a router are simulated in
packet-level simulator. Packet-level simulator has been
widely used by many networking researchers. Advantage
of packet-level simulator includes its accuracy compared
with flow-level simulator [8]. Since packet-level simulator
simulates behavior of every packet, packet-level perfor-
mance metrics can be measured with packet-level simula-
tor. On the contrary, disadvantage of packet-level simulator
is its inability to simulate large-scale networks. This is
because computational complexity increases as the scale of
a simulated network becomes large [8]. Several researchers
try to enable packet-level simulation for a large-scale
network [9], but there still remains several issues to be
solved.

On the contrary, flow-level simulator mimics behavior
of every flow in a network [10]. For instance, packet
arrivals at a router and packet departures from a router are
aggregated as a flow (i.e., a stream of packets) in flow-level
simulator. Advantage of flow-level simulator includes, con-
trary to packet-level simulator, its fast simulation execu-
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tion. Since a number of packets are approximately modeled
as a single flow, flow-level simulator can simulate a large-
scale network or high-speed network, where the number of
in-flight packets is enormous [11]. Disadvantage of flow-
level simulator is its inaccuracy compared with packet-
level simulator. Since flow-level simulator ignores packet-
level behavior, packet-level performance metrics cannot
be measured. However, it would not be a big problem
since packet-level performance metrics are not necessary
required for large-scale network simulation; instead, flow-
level and/or application-level performance metrics are re-
quired, which can be measured by flow-level simulator.

In this paper, we propose a flow-level simulator called
FSIM (Fluid-based SIMulator) for performance evaluation
of large-scale networks, and verify its effectiveness using
our FSIM implementation. The notable features of our
flow-level simulator FSIM are its accuracy and fast sim-
ulation execution compared with conventional flow-level
simulators [4], [12]. For improving simulation accuracy,
our flow-level simulator FSIM utilizes accurate fluid-flow
models [13]. For accelerating simulation execution, our
flow-level simulator FSIM adopts an adaptive numerical
computation algorithm for ordinary differential equations.
Another notable feature of our flow-level simulator FSIM
is its compatibility with the existing network performance
analysis tool. Specifically, the flow-level simulator FSIM
can input and output files compatible with ns-2 [7], which
is one of the most popular packet-level simulators. In this
paper, through several experiments using our FSIM imple-

mentation, we evaluate the effectiveness of our flow-level
simulator FSIM in terms of simulation speed, accuracy
and memory consumption. Consequently, we show that
our flow-level simulator FSIM outperforms a conventional
flow-level simulator; i.e., it realizes approximately 100%
faster simulation with higher accuracy and less memory
consumption than a conventional flow-level simulator.

This paper is organized as follows. In Section II, related
works on fluid-flow models and flow-level simulators are
summarized. Section III presents our flow-level simula-
tor FSIM: overview, fluid-flow models, and the adaptive
numerical computation algorithm for ordinary differential
equations. In Section IV, we evaluate the effectiveness
of our flow-level simulator FSIM in terms of simulation
speed, accuracy and memory consumption. Finally, Sec-
tion V concludes this paper and discusses future works.

II. Related Works

In [4], an approach for large-scale network simulation
utilizing a TCP/RED fluid-flow model is proposed. Ordi-
nary differential equations directly derived from fluid-flow
models are numerically solved for performing flow-level
simulation. However, the numerical computation algorithm
for ordinary differential equations in [4] is quite simple;
network states of fluid-level simulation are updated every
fixed step time. Network states are updated even when
network states are unchanged, causing slowdown of fluid-
level simulation. Also, the TCP fluid-model developed
in [4] does not model the TCP timeout mechanism, so
that accuracy of the fluid-flow model is not satisfactory.

In [13], another TCP/RED fluid-flow model is derived,
which models the TCP timeout mechanism. By comparing
simulation results with analytic ones, the authors of [13]
show it has higher accuracy than the fluid-flow model
derived in [4]. Both input and output of fluid-flow models
derived are uniformly defined as packet transmission rate.
So, those fluid-flow models can be easily interconnected
for building the fluid-flow model of a large-scale network.
In this paper, we utilize those fluid-flow models and the
modeling approach for [13] for realizing an accurate flow-
level simulator for a large-scale network.

In [14], a hybrid system model is proposed. The hybrid
system model switches multiple fluid-flow models accord-
ing to the TCP operation phase (i.e., slow-start phase and
congestion avoidance phase) for improving the modeling
accuracy. The hybrid system is numerically solved for per-
forming flow-level simulation. However, similar to [4], the
numerical computation algorithm in [14] is quite simple;
network states of fluid-level simulation are updated every
fixed step time. Network states are updated even when
network states are unchanged, causing slowdown of fluid-
level simulation.
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Fig. 2: Block diagram of TCP congestion control mecha-
nism

III. FSIM (Flow-level SIMmulator)

The notable features of our flow-level simulator FSIM
are its accuracy and fast simulation execution compared
with conventional flow-level simulators [4], [12]. For
improving simulation accuracy, our flow-level simulator
FSIM utilizes accurate fluid-flow models derived in [13].
For accelerating simulation execution, our flow-level sim-
ulator FSIM adopts an adaptive numerical computation
algorithm for ordinary differential equations. Another no-
table feature of our flow-level simulator FSIM is its com-
patibility with other network performance analysis tools.
Specifically, the flow-level simulator FSIM can input and
output files compatible with ns-2 [7], which is one of
representative packet-level simulators.

In what follows, details of our flow-level simulator
FSIM — fluid-flow models, the adaptive numerical com-
putation algorithm for ordinary differential equations, and
compatibility with the existing network performance anal-
ysis tool — are explained.

A. Fluid-flow models

FSIM utilizes the fluid-flow model of the TCP conges-
tion control mechanism derived in [13] (Fig. 2). Definition
of symbols (constants and variables) used throughout this
paper are summarized in Tab. I.

In the fluid-flow model of the TCP congestion conges-
tion mechanism, the input x(t) is the arrival rate of ACK
packets and the output y(t) is the transmission rate of data
packets.

ẏ(t) = g(t, x(t), y(t), R)

=
x(t)

y(t)R2
− 2

3
y(t) z(t) (1 − pTO(t))

−
(

4
3

y(t) − 1
R

)
z(t) pTO(t),

(1)

where z(t) ≡ y(t − R) − x(t). pTO(t) is the probability
that a packet loss is detected by the timeout mechanism

TABLE I. Definitions of symbols (constants
and variables)

x(t) input (packet transmission rate)
y(t) output (packet transmission rate)
R TCP round-trip time

w(t) TCP window size
pTO (t) TCP timeout probability
minth minimum threshold value
maxth maximum threshold value
maxp maximum packet marking probability

α weight of exponential moving average
c(t) processing speed of RED router
b(t) current queue length of RED router
r(t) average queue length of RED router
pb(t) packet marking probability
p(t) packet loss probability

rather than duplicate ACKs, and can be approximated as
pTO(t) ' min(1, 3/w(t)).

FSIM utilizes the fluid-flow model of the RED router
derived in [13] (Fig. 3). In the fluid-flow model of the
RED router, the input x(t) is the packet arrival rate and
the output y(t) is the packet transmission rate.

y(t) = h(t, x(t), p(t), c(t)) (2)
= min(c(t), (1 − p(t))x(t)), (3)

where p(t) is the packet loss probability. p(t) is given by
the packet marking probability pb(t), the current queue
length b(t), and the average queue length r(t) as

p(t) =
2pb(t)

1 + pb(t)
(4)

pb(t) =



0 if r(t) < minth
maxp

maxth − minth
(r(t) − minth)

if minth ≤ r(t) < maxth
1 − maxp

maxth
r(t) − (1 − 2maxp)

if maxth ≤ r(t) < 2maxth

1 if r(t) ≥ 2maxth

(5)

ṙ(t) = −α c(t)(r(t) − b(t)) (6)

ḃ(t) =
{

x(t) − c(t) if b(t) > 0
max(x(t) − c(t), 0) otherwise (7)

The link propagation delay is modeled where input x(t)
is the packet transmission rate and output y(t) is the packet
transmission rate (Fig. 4).

y(t) = x(t − τ), (8)

where τ is the propagation delay for the link.
An entire network is modeled with the analysis tech-

nique proposed in [13] by connection of the model of the
TCP congestion control mechanism, the model of the RED



buffer process
queue average

packet drop
)(tb

)(tr )(1 tp−

)(tx

×
)(ty

constant

min

c

Select minimum value

Fig. 3: Block diagram of RED router

τdelay
x(t) y(t)

Fig. 4: Block diagram of link propagation delay

router, and the model of the link propagation delay. When
the RED router has multiple input links, this is modeled
as flow convergence from individual input links. Flow
convergence can be described as the sum of packet trans-
mission rates for individual links. In other words, when
the transmission rate for each flow is xi(t)(1 ≤ i ≤ N)
and the sum of transmission rates is y(t), the following
equation is established.

y(t) =
N∑

i=1

xi(t) (9)

When the RED router has multiple output links, output
from the RED router is modeled through distribution
in multiple flows. Flow distribution can be described
by distribution of 1 packet transmission rate N times.
Here, N is the number of output links. When the flow
before distribution is x(t), each flow after distribution is
yi(t)(1 ≥ i ≥ N), and each flow distribution ratio is
fi(t)(1 ≥ i ≥ N), the following equation is established.

yi(t) = fi(t)x(t) (10)

B. Adaptive numerical computation algo-
rithm

In fluid-flow models explained in Section III-A, network
state is represented by the TCP packet transfer rate y(t),
the current queue length b(t) of RED router, and the
average queue length r(t) of RED router. Let z(t) be the

state vector of a network given by

z(t) =



y1(t)
...

yM (t)
b1(t)

...
bN (t)
r1(t)

...
rN (t)


, (11)

where M is the number of TCP flows in the network, and
N is the number of RED routers in the network. The state
vector at t + ∆ is given by

z(t + ∆) ' z(t) + ḟ(t, z(t))∆, (12)

where ḟ is obtained from fluid-flow models (Eqs. (1)–(6)).
Using a numerical computation algorithm for ordinary

differential equations, evolution of the network state start-
ing from an initial state can be numerically obtained. As a
numerical solution for Eq. (12), FSIM uses a well-known
numerical computation algorithm for ordinary differential
equations, the Runge-Kutta method [15].

For accelerating simulation execution, FSIM uses the
adaptive stepsize control for the Runge-Kutta method [15],
which adjusts the stepsize according change in ordinary
differential equations. Namely, when change in the net-
work state is large, the stepsize is decreases for minimiz-
ing error in the numerical computation. On the contrary,
when change in the network state is small, the stepsize
is increased for speeding up the numerical computation.
With such an adaptive control, computational complexity
required for flow-level simulation can be significantly
reduced, while maintaining the accuracy of simulation
results.

Notice that the fluid-model of the TCP congestion
control mechanism (Eq. (1)) requires past network state
(i.e., y(t − R)). In FSIM, past network states (up to the
maximum round-trip time of all TCP flows) are recorded
into the memory for enabling application of the Runge-
Kutta method. Since FSIM uses the adaptive stepsize
control for the Runge-Kutta method, the timing at which
the network state is updated is varied. So past network state
required for calculating the next network state might not
have been calculated. In FSIM, the past network state in
need is approximated as an interpolation of nearby network
states.
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Fig. 5: Network topology used in simulations

C. Compatibility with existing perfor-
mance evaluation tools

The flow-level simulator FSIM realizes high compatibil-
ity with an existing network performance evaluation tool.
Specifically, FSIM can input and output files compatible
with ns-2 [7], which is one of the most popular packet-
level simulators.

Advantages of compatibility with the popular packet-
level simulator is countless. For instance, a simulation
scenario file can be easily developed using existing GUI-
based scenario editor [16].

IV. Experiments

In this section, through several experiments using our
FSIM implementation, we evaluate the effectiveness of our
flow-level simulator FSIM in terms of simulation speed,
accuracy and memory consumption.

We compare performance of three simulators: our flow-
level simulator FSIM, the conventional flow-level sim-
ulator FFM [17], and packet-level simulator ns-2 [7].
We performed simulations for the same topology and
parameter configuration with those three simulators. The
network topology used in all simulations is shown in
Fig. 5. All TCP source hosts continuously transmit data
to their corresponding TCP sinks. In all experiments, a
computer with two Intel Pentium 4 3.06 [GHz] processors
and 512 [MB] memory running Debian GNU/Linux 3.1
(kernel version 2.4.32) is used for executing flow-level
simulators or the packet-level simulator. In all experiments,
we repeated 10 simulations, and measured the average and
95% confidence interval of measurements (i.e., simulation
execution time and maximum memory consumption). In
the following figures, confidence intervals are not shown
because they were sufficiently small in all experiments.

We first investigate simulation speeds of flow-level
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simulators and the packet-level simulator. With flow-level
simulators (FSIM and FFM) and the packet-level simu-
lator, simulation execution times required for performing
50 [s] simulation are measured. Figure 6 shows simulation
execution times of three simulators as a function of the
number of TCP flows. This figure shows that speeds of
flow-level simulators are dramatically faster than that of
the packet-level simulator. One can find that the simulation
execution time of the packet-level simulator increases
as the number of TCP flows increase. On the contrary,
simulation execution times of flow-level simulators hardly
increases even when the number of TCP flows increases.
This is because flow-level simulators support flow aggre-
gation, which aggregates multiple flows with the same
characteristics into a single flow. It should be noted that
a dumbbell topology like Fig. 5 is quite advantageous
to flow-level simulators supporting flow-aggregation. With
complex network topologies, performance benefit of flow-
aggregation is not so significant, so that the simulation
execution time should be affected by the number of TCP
flows.

For clarifying the efficiency of the adaptive stepsize
control used in FSIM, simulation execution times of flow-
level simulators, FSIM and FFM, are shown in Fig. 7,
where the number of TCP flows is fixed at 1,000 and the
duration of simulation is ranged from 100 to 1,000 [s]. This
figure shows that our flow-level simulator FSIM outper-
forms the conventional flow-level simulator FFM; i.e., the
simulation execution time of FSIM realizes approximately
100% faster simulation than FFM.

We then evaluate simulation accuracy of our flow-level
simulator FSIM. The network topology shown in Fig. 5
with 20 TCP flows is used. With three network simulators
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(i.e., FSIM, FFM, and ns2), TCP window sizes, the queue
length of the RED router, and the packet loss probability at
the RED router are measured (Figs. 8 through 10). Figure 8
illustrates evolution of the window size of a TCP flow. One
can find from this figure that simulation result obtained
with FSIM almost coincides with that of the packet-level
simulator ns2. One can also find that simulation result
obtained with FFM is approximately 30% larger than that
of the packet-level simulator ns2. Similar tendency can
be observed in other figures: the queue length (Fig. 9)
and the packet loss probability (Fig. 10). This clearly
indicates high accuracy of our flow-level simulator FSIM.
Note that as discussed above, our flow-level simulator is
significantly faster than FFM (see Fig. 7). Namely, our
flow-level simulator FSIM is faster and more accurate
than FFM; i.e., our flow-level simulator FSIM succeeds
to realize high accuracy without compromising simulation
speed.

Finally, we investigate the memory consumption of
flow-level simulators and the packet-level simulator. Scal-
ability of network simulators is sometimes limited by the
memory size required for executing simulation [18]. The
network topology shown in Fig. 5 with varying number of
TCP flows is used. Maximum memory consumptions (i.e.,
the maximum of statistically and dynamically allocated
memory size) during simulation run are measured for
flow-level simulators, FSIM and FFM, and the packet-
level simulator ns2. Figure 11 shows flow-level simulators,
FSIM and FFM, consume much less memory than the
packet-level simulator. Note that the maximum memory
consumption does not increase even when the number
of TCP flows increases. Similar to the phenomenon ob-
served in Fig. 11, this is because flow-level simulators
support flow-aggregation. Note that the maximum memory
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consumption of FSIM is approximately 20% of FFM’s
maximum memory consumption. This suggests that for
a given memory size, our flow-level simulator FSIM can
simulate a larger network than FFM.

V. Conclusion and Future Works

In this paper, we have proposed a flow-level simula-
tor called FSIM (Fluid-based SIMulator) for performance
evaluation of large-scale networks, and have verified its
effectiveness using our FSIM implementation. Through
several experiments using our FSIM implementation, we
have evaluated the effectiveness of our flow-level simulator
FSIM in terms of simulation speed, accuracy and memory
consumption. We have shown that our flow-level simulator
FSIM outperforms a conventional flow-level simulator;
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i.e., it realizes approximately 100% faster simulation with
higher accuracy and less memory consumption than a
conventional flow-level simulator.

As future work, we are planning to further improve the
numerical computation algorithm of differential equation.
We are also planning to include support for various types
of network protocols such as UDP, DCCP, HighSpeed TCP,
and XCP utilizing fluid-flow models derived in [19]–[21].

Our FSIM implementation is available at http://www.
ispl.jp/fsim/.
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