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Abstract— A rate-based congestion control algorithm is a
feedback-based flow control mechanism for ABR (Available
Bit Rate) service class, which is suitable for data transfer
applications. The rate-based congestion control algorithm
dynamically regulates a cell transmission rate of a source
end system according to feedback information from the net-
work. An appropriate choice of control parameters can lead
to effective use of network resources. However, once it fails,
the rate-based congestion control unexpectedly exhibits un-
stable operation under some parameter settings, which leads
to dramatic degradation of the performance. In this paper,
we investigate causes of unstable operation and performance
degradation of the rate-based congestion control. We then
propose an improvement in the existing rate-based conges-
tion control algorithm. Its effectiveness is demonstrated by
providing several simulation experiments.

1 Introduction

A rate-based congestion control algorithm is a feedback-
based flow control mechanism suitable for data transfer ap-
plications. In the rate-based congestion control algorithm,
cell emission rate of each source end system is regulated ac-
cording to congestion information returned by the network.
The ATM Forum has adopted it as congestion control mech-
anism for ABR (Available Bit Rate) service class, and has
finished its standardization in 1996 [1, 2, 3]. In the standard,
behaviors of source and destination end systems (i.e., termi-
nals) have been specified in detail. A congestion notification
mechanism from an intermediate switch to each source end
system has also been specified. A source end system peri-
odically sends a forward RM (Resource Management) cell
per Nrm data cells, and the corresponding destination end
system sends it back to the source end system as a backward
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Figure 1: Rate-based congestion control algorithm.

RM cell. A switch should notify its congestion to source end
systems by setting an EFCI (Explicit Forward Congestion
Indication) bit in a data cell header or a CI (Congestion In-
dication) bit in an RM cell. Since it uses one-bit information
for congestion notification, this type of switch is often re-
ferred to as abinary-mode switch. In the standard, a switch
is allowed to explicitly designate a cell transmission rate of a
source end system by decreasing an ER (Explicit Rate) value
in forward and/or backward RM cell. A switch utilizing the
ER value for congestion notification is often referred to as
anexplicit-rate switch.

The congestion notification method from a switch to
source end systems has been standardized by the ATM Fo-
rum. However, detailed algorithms of binary-mode and
explicit-rate switches are not standardized. Namely, their
algorithms — when a binary-mode switch sets an EFCI bit
or a CI bit, and how an explicit-rate switch changes an ER
field — are left to switch manufacturers. Effectiveness of the



rate-based congestion control algorithm is therefore heavily
dependent on a design of the switch algorithm. In [4, 5], it
has been shown that a typical binary-mode switch works ef-
fectively in a LAN environment of short propagation delays.
On the other hand, an explicit-rate switch has a potential to
achieve high performance even in a WAN environment of
significant propagation delays due to its ability to directly
specify cell transmission rates of source end systems [6, 7]。

There have been a lot of research on the rate-based con-
gestion control algorithm. Since most of commercially
available switches support only binary-mode operation (i.e.,
only an EFCI bit of a data cell header can be changed), many
performance evaluations of the rate-based congestion con-
trol algorithm with binary-mode switches have been made
in the literature. In [5], we have shown that its performance
is determined by a choice of control parameters such as
RIF (Rate Increase Factor) and RDF (Rate Decrease Fac-
tor). Unless these parameters are configured appropriately,
performance of the rate-based congestion control algorithm
is severely degraded even in a LAN environment. In [5], we
have analytically derived the appropriate values of RIF and
RDF, which are dependent on various system parameters:
the number of active connections, propagation delays, and a
buffer size of a switch. It means that control parameters of a
source end system should be changed as network condition
like the number of active connections changes. However,
those parameters are to be negotiated with the network at
a connection setup time and cannot be changed afterwards.
Thus, initially configured control parameters might become
inappropriate and result in performance degradation of the
rate-based congestion control algorithm.

In the rate-based congestion control algorithm with
binary-mode switches, a cell transmission rate of a source
end system oscillates with regularity because a binary-mode
switch uses only one-bit information and the propagation
delay from the switch to the source end system is non-
negligible. In [8], Pecelli et. al have analytically shown
the existence of unstable operation in their feedback-based
rate control mechanism. Namely, the cell transmission rate
does not get stabilized indefinitely in some conditions. Once
the operation of the congestion control algorithm becomes
unstable, it would cause several problems; fairness among
connections is deteriorated, and QoS (Quality of Service) of
ABR service class becomes unpredictable. However, their
rate control mechanism is different from the rate-based con-
gestion control algorithm standardized by the ATM Forum
so that it is unknown whether similar phenomenon occurs in
the rate-based congestion control algorithm.

In this paper, we first confirm that unstable operation
found in [8] also appears in the rate-based congestion con-
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Figure 2: Simulation model.

trol algorithm specified by the ATM Forum. We find that
it actually does by changing some parameters (e.g., control
parameters of a source end system, a buffer size at the bot-
tleneck switch, and a propagation delay of each connection),
and investigate its causes. We finally propose an improve-
ment in the existing rate-based congestion control algorithm
to solve its problems, and demonstrate its effectiveness.

The rest of this paper is organized as follows. In Section 2,
we describe our simulation model and explain performance
measures we use throughout this paper. In Section 3, we
investigate causes of performance degradation of the rate-
based congestion control algorithm. In Section 4, we pro-
pose an improvement in the existing rate-based congestion
control algorithm to solve its defects, and show its effective-
ness through simulation. Finally, we summarize this paper
with a few remarks in Section 5.

2 Simulation Model

Figure 2 illustrates our simulation model, which consists of
two source–destination end system pairs and two binary-
mode switches. The bottleneck resides in the switch 1
(SW1) in this model. To clearly evaluate the effect of a dif-
ference in propagation delays, only two connections with
different propagation delays are considered. The propa-
gation delay from the source end system 1 (SES1) to the
switch 1 (SW1) (denoted by��) is changed from 0.1 ms
(about 20 km) to 2.0 ms (about 400 km) while the SES2–
SW1 propagation delay (denoted by��) is fixed at 0.1 ms.
All of SW1–SW2, SW2–DES1, and SW2–DES2 propaga-
tion delays are fixed at 0.1 ms.

In our simulation, a source end systems always has cells
to transmit; that is, it transmits cells at its given ACR (Al-



Table 1: Control parameters of source end systems.
PCR (Peak Cell Rate) BW
MCR (Minimum Cell Rate) PCR/1000
ICR (Initial Cell Rate) PCR/10
TCR (minimum rate for data cells) 0.01
RIF (Rate Increase Factor) 1/64 or 1/32
RDF (Rate Decrease Factor) 1/16 or 1/8
Nrm (RM cell opportunity) 32
Mrm (control cell allocation) 2
Trm (minimum interval of RM cells) 100
TBE (Transient Buffer Exposure) ���

Crm (# of RM cells without control) 32000
CDF (Cutoff Decrease Factor) 1/2
ADTF (ACR Decrease Time Factor) 0.5 ms

lowed Cell Rate) at any time. A buffer size of a binary-
mode switch is denoted by BL, and set to either 30 Kbytes
(579 cells) or 300 Kbytes (5,796 cells). A threshold value
of the switch buffer, which is used to detect congestion in
the switch, is fixed at the half of the buffer capacity (i.e., BL
/ 2). A bandwidth of each transmission link, BW, is set to
150 Mbps (353.7 cell/ms). Settings of other control param-
eters are summarized in Table 1.

In this paper, we focus on dynamics of cell transmission
rates and the queue length (i.e., the number of cells queued
in the switch buffer). In addition, we evaluate fluctuation
of fairness between two connections (i.e., change of a dif-
ference in cell transmission rates of two source end sys-
tems). For this purpose, we plot a trajectory of (ACR1,
ACR2) where ACRi (i = 1, 2) denotes the cell transmission
rate of the source end systemi [9] (see Fig. 3). By tracing
(ACR1, ACR2) on this graph, fairness between two connec-
tions can be observed clearly. When (ACR1, ACR2) is on
the line of ACR1 = ACR (fairness line), fairness between
two source end systems is completely achieved. Namely, if
the cell transmission rates of two end systems are changed
from (ACR1, ACR2) to (ACR1 +�, ACR2 +�), the tra-
jectory moves in parallel with the fairness line, and it means
that the identical fairness is preserved. If (ACR1, ACR2)
is on the line of ACR1 + ACR2 = BW (efficiency line), the
transmission link is fully utilized.

The ideal operation of the rate-based congestion control
algorithm is, therefore, to stabilize (ACR1, ACR2) at the
intersection point of the fairness line and the efficiency line,
i.e.,�ACR�� ACR�� � �BW��� BW���. Since the binary-
mode switch uses only one-bit information and the propa-
gation delay is not negligible, oscillation of cell transmis-
sion rates is unavoidable. Hence, the ideal operation of the
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Figure 3: Trajectory of (ACR1, ACR2).

rate-based congestion control algorithm with binary-mode
switches is actually that values of (ACR1, ACR2) oscil-
late around the point of (BW/2, BW/2) on the fairness line.
In what follows, we will investigate the dynamics of the
rate-based congestion control algorithm with binary-mode
switches using this trajectory graph.

3 Cause of Performance Degradation and
Unstableness

In Fig. 4, we first show the simulation result in the case of
identical propagation delays of two connections (�� = �� =
0.1 ms). In this figure, the buffer size of each switch, BL, is
set to 300 Kbytes, and control parameters of each source end
system, RIF and RDF, are set to be appropriate values (1/64
and 1/16, respectively) based on our analytic results in [5].
In this figure, we illustrate (a) fluctuations of cell transmis-
sion rates (i.e., ACR1 and ACR2), (b) the fluctuation of the
queue length at the SW1’s buffer, and (c) the trajectory of
(ACR1, ACR2). In the figure, we depict simulation results
from 100 ms to 130 ms to eliminate the effect of the initial
state. In Fig. 4(c), (ACR1, ACR2) is plotted for each 0.5 ms,
and (ACR1, ACR2) moves in a counterclockwise direction
in all cases.

It can be found from Fig. 4(a) that cell transmission rates
of source end systems are almost equivalent, and oscillate
regularly, showing a stable operation. Figure 4(b) shows
the queue length is also in stability around the congestion-
detection threshold value (2898 cells in this case), indicating
the transmission link is fully utilized. Figure 4(c) tells that
the trajectory of (ACR1, ACR2) lies on the fairness line so
that the operation of the rate-based congestion control al-
gorithm is mostly ideal. Therefore, when propagation de-
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Figure 4: Case of identical propagation delays for�� =
0.1 ms, RIF = 1/64, and RDF = 1/16.

lays of connections are equivalent and control parameters
are chosen appropriately, the rate-based congestion control
algorithm works quite effectively.

As a difference in propagation delays becomes large,
however, the rate-based congestion control algorithm
achieves less fairness as shown in Fig. 5. In this figure,
all parameters are same with those of Fig. 4 except�� is
changed from 0.1 ms to 1.0 ms. Figures 5(a) and 5(c) show
degradation of fairness between two connections; ACR1 and
ACR2 are different and the trajectory of (ACR1, ACR2) is
not on the fairness line. In particular, Fig. 5(c) clearly illus-
trates that the difference in cell transmission rates becomes
large (i.e., fairness is degraded) when source end systems in-
crease their cell transmission rates. This problem is caused
by the fact that a source end system sends a forward RM
cell perNrm data cells; that is, a cell transmission rate is
increased exponentially rather than linearly as originally ex-
pected [1]. In the standard algorithm, when a switch detects
relief of congestion (i.e., the queue length goes below the
threshold value), it does not set an EFCI bit of a data cell,
which is then returned to the source end system as a CI-bit-
cleared backward RM cell by the corresponding destination
end system. Since a connection with a short propagation
delay can respond to this feedback more quickly than one
with a long propagation delay, its cell transmission rate be-
comes slightly larger. On the other hand, a receiving rate of
backward RM cells at a source end system is basically deter-
mined by its previous generation rate of forward RM cells.
A source end system transmits a forward RM cell perNrm
data cells, which means its receiving rate of backward RM
cells is approximatelly proportional to its cell transmission
rate. Hence, as can be seen in Fig. 5(a), the cell transmission
rate is increased exponentially rather than linearly so that the
difference in cell transmission rates of two source end sys-
tems with different propagation delays become much larger.

When the capacity of the switch buffer becomes small,
fairness among connections is further degraded as shown
in Fig. 6. In this figure, the buffer size is changed from
300 Kbytes to 30 Kbytes. As can be found from Figs. 6(a)
and 6(c), ACR1 isalways larger than ACR2. The reason of
fairness degration casued by a small buffer size can be ex-
plained as follows. When the buffer size is small, the switch
buffer sometimes becomes empty (see Fig. 6(b)). It re-
sults in a shorter cycle of the queue length oscillation, and
therefore a shorter cycle of the cell transmission rate as well.
Consequently, as shown in Fig. 6(a), the cell transmission
rate of the source end system 1 with a short propagation de-
lay (ACR1) does not reach its peak cell rate (353.7 cell/ms
in this case, see Table 1), On the other hand, in the previous
case with a large buffer size (Fig. 5), the cell transmission
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Figure 5: Case of different propagation delays for�� =
1.0 ms, RIF = 1/64, and RDF = 1/32.

rate ACR1 was restricted by PCR. Then, the trajectory of
(ACR1, ACR2) moves across the fairness line, which means
that ACR2 sometimes becomes larger than ACR1 during
ACR1 is restricted by PCR, and that the fairness degrada-
tion is limited to some extent on average. In other words, it
would be possible that fairness degradation can be improved
to some extent by setting PCR for each connection properly
even if the buffer size is small. However, it is beyond our
scope of the current paper to seek the approprite values of
PCR dependenet on propagation delays and the buffer size.

We next show the simulation result for the case of in-
appropriate control parameters in Fig. 7. Byinappropriate
control parameters, we mean that full link-utilization never
be expected by using those parameters for given network
parameters [5]. In obtaining this figure, we use control pa-
rameters of RIF = 1/32 (fast increase) and RDF = 1/8 (fast
decrease) for evaluating the effect of inappropriate control
parameters. Other parameters are unchanged from the pre-
vious case (Fig. 6). It can be found from Fig. 7(c) that the
trajectory of (ACR1, ACR2) becomes larger, and that worse
fairness between connections is obtained. It is because rate
increase is faster in the current case (i.e., RIF is too large) so
that the difference in cell transmission rates becomes much
larger. We should note here that since the increase of ACR1
is limited by PCR in this case, fairness degradation is re-
stricted as have explained above. However, fairness would
be further deteriorated if ACR1 is not limited by PCR, which
would take place when, for example, the number of con-
nections is large. We further note that in the current case,
we have intentionally used inappropriate control parameters.
However, it is not a unlikely situation in a real network; that
is, even if control parameters of a source end system is ini-
tially chosen appropriately, it would become inappropriate
as network parameters such as the number of active connec-
tions changes.

As a difference in propagation delays becomes large, the
operation of the rate-based congestion control algorithm be-
comes unstable as pointed out by [8] where the authors have
used a different congestion control algorithm. We show the
simulation result for�� = 2.0 ms in Fig. 8. Figure 8(a) shows
that the cell transmission rate does not exibit a cyclic be-
havior as in previous cases and seems to change randomly.
Moreover, the trajectory of (ACR1, ACR2) in Fig. 8(c)
seems to be irregular.

To exhibit unstability of the rate-based congestion con-
trol algorithm in Fig. 8, we show the trajectory of (ACR1,
ACR2) for a simulation time of 10 s in Fig. 9. It can be found
from this figure that some area is completely filled with the
trajectory of (ACR1, ACR2), which implies a chaotic behav-
ior of the rate-based congestion control algorithm.
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Figure 6: Case of small buffer size for�� = 1.0 ms, RIF =
1/64, and RDF = 1/16.
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Figure 7: Case of inappropriate control parameters for�� =
1.0 ms, RIF = 1/32, and RDF = 1/8.



0

50

100

150

200

250

300

350

100 105 110 115 120 125 130

C
el

l R
at

e 
(c

el
l/m

s)
 

Time (ms)

ACR1
ACR2

(a) Cell rate

0

100

200

300

400

500

600

100 105 110 115 120 125 130

Q
ue

ue
 L

en
gt

h 
(c

el
l) 

Time (ms)

SW 1

(b) Queue length

0

50

100

150

200

250

300

350

0 50 100 150 200 250 300 350

A
C

R
2

 (
ce

ll/
m

s)
 

ACR1 (cell/ms)

Efficiency Line
Fairness Line

Trajectory

(c) Trajectory of (ACR1, ACR2)

Figure 8: Case of big difference in propagation delays for��
= 2.0 ms, RIF = 1/32, and RDF = 1/8.
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Figure 9: Chaotic behavior of (ACR1, ACR2) for�� =
2.0 ms, RIF = 1/32, and RDF = 1/8.

4 Improvement in the Rate-based Con-
gestion Control Algorithm

As we have shown in the previous section, performance
of the rate-based congestion control algorithm with binary-
mode switches is significantly degraded when each connec-
tion has a different propagation delay and/or a source end
system has inappropriate control parameters. It is because
(1) an interval of successively transmitted forward RM cells
is dependent on the current cell transmission rate, and (2)
timing when a source end system changes its cell transmis-
sion rate is not synchronized with those of other source end
systems due to different feedback delays. The first problem
could be solved by using a timer at the source end system to
regulate the interval of forward RM cell transmission. The
second could be solved by synchronizing rate-change timing
at all source end systems by, for example, carrying a delay
information, after which the source end system changes its
rate, in a backward RM cell [10].

Actually, in the early development process of the rate-
based congestion control algorithm in the ATM Forum, the
timer-based approach, which uses an interval timer to pe-
riodically generate forward RM cell, had been considered.
However, a counter-based approach was finally adopted as
standard because of its implementation simplicity [11]. In
what follows, we propose an improvement in the existing
rate-based congestion control algorithm to regulate the in-
terval of forward RM cells without using an interval timer.

The following pseudo-codes explain the basic operation
algorithm of a source end system regarding transmission of
forward RM cells (sender side) and receipt of backward RM
cells (receiver side). For detailed algorithm of a source end



system, refer to [1].

Sender Side� �
if now >= time-to-send and data-in-queue

if (count >= Nrm)
# send forward RM cell
send RM (DIR=forward, ...)
# reset the counter
count = 0

else
# send a data cell
send data (DIR=forward, ...)
# increment counter
count = count + 1

time-to-send += now + 1/ACR
� �

Receiver Side� �
# if backward RM cell is received
if receive RM (DIR=backward, ...)

# congestion
if CI = 1

ACR = ACR - ACR * RDF
# no congestion
else

ACR = ACR + RIF * PCR
ACR = min(ACR, PCR)
ACR = min(ACR, ER)
ACR = max(ACR, MCR)

� �
The key idea for regulating the emission interval of for-

ward RM cells is to recomputecount andNrm at the re-
ceiver side wheneverACR is changed by receipt of a back-
ward RM cell. By lettingTs denote a desired interval of
successive forward RM cells, the algorithm of the receiver
side is improved as follows.

Receiver Side (Improved)� �
# If backward RM cell is received
if receive RM (DIR=backward, ...)

# Elapsed time from last RM cell
T = count * (1 / ACR)
# congestion
if CI = 1

ACR = ACR - ACR * RDF
# no congestion
else

ACR = ACR + RIF * PCR
ACR = min(ACR, PCR)
ACR = min(ACR, ER)
ACR = max(ACR, MCR)

# Recompute Nrm
Nrm = Ts / (1 / ACR)
# Adjust timing by changing counter
count = Nrm - (Ts - T)/(1 / ACR)

� �
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Figure 10: Case of our improved scheme for�� = 2.0 ms,
RIF = 1/32, and RDF = 1/8.



We demonstrate effectiveness of our improvement in
Fig. 10, where all parameters are identical to those of Fig. 8
(�� = 2.0 ms, BL = 30 Kbytes, RIF = 1/32, and RDF =
1/8). The unstableness of the rate-based congestion control
algorithm observed in Fig. 8 disappears by introducing our
improvement. Figure 10(a) indicates that the cell transmis-
sion rate increases almost linearly rather than exponentially,
by which fairness between connection is significantly im-
proved. Moreover, as shown in Fig. 10(c), the trajectory
of (ACR1, ACR2) is parallel to the fairness line when the
switch is not congested; that is, fairness between connec-
tions is preserved.

Finally, the simulation result for the case of the extremely
large propagation delay (�� = 5.0 ms) are shown in Fig. 11.
It can be found from this figure that our improvement on
the rate-based congestion control algorithm can avoid un-
fairness between connections even with such a large propa-
gation delay. It can also be found that oscillations of the cell
transmission rates and the queue length of the switch buffer
are quite stable.

5 Conclusion

In this paper, we have studied performance of the rate-based
congestion control algorithm by focusing on the cause of
performance degradation. In particular, we have shown the
effect of changing control parameters of the source end sys-
tem, the buffer size at the switch, and the difference in prop-
agation delays of connections. We have also shown that op-
eration of the rate-based congestion control algorithm be-
comes unstable when the difference in propagation delays
of connections is very large. We have then proposed an im-
provement in the existing rate-based congestion control al-
gorithm to solve its defects. The key idea was to regulate
an interval of generating forward RM cells at the source end
system. The effectiveness of our improvement was demon-
strated in terms of good fairness and stable operation.

For future works, we should confirm effectiveness of our
scheme in more generic network configurations (e.g., with
many connections, or with generic network topology). Fur-
thermore, it must be valuable to obtain a condition that the
rate-based congestion control algorithm becomes unstable
by an analytic approach.
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Figure 11: Case of our improved scheme for�� = 5.0 ms,
RIF = 1/32, and RDF = 1/8.
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