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Abstract

In recent years, it has been reported that several exist-
ing networks including the Internet have scale-free struc-
ture. In this paper, through a simple numerical analysis,
we investigate effect of the scale-free structure of commu-
nication networks on their end-to-end performance. As net-
work topologies, a random network and a scale-free net-
work with the equal number of nodes and the equal number
of links are used. We compare end-to-end performance of
flows (i.e., throughput) in both random and scale-free net-
works. Consequently, we show that when the average de-
gree of a network is small (i.e., whah the number of links is
small), a scale-free network shows better end-to-end perfor-
mance. On the contrary, when the average degree of a net-
work is large (i.e., when the number of links is large), we
show that a random network shows better end-to-end per-
formance.
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1. Introduction

In recent years, scale expansion and complication of a
network has been rapidly progressing [10]. Among various
artificial systems that exist actually, the Internet is one of
the most complicated systems. Since the scale of the Inter-
net has been continuously expanding, it is difficult to in-
tuitively understand its behavior. For clarifying character-
istics of such a large-scale system, research on large-scale
and complex systems has been actively performed [12, 22].

Among those researches, in particular, attention to a
topology of large-scale communication networks has been
increasing [1]. Studies on a topology of communication net-
works have long history [17, 2], but those conventional re-
searches have focused on comparatively small-scale com-
munication networks. In the late 1990s, it was discovered
that several real networks such as the topology of Internet

ASs and the hyperlink structure of Web pages exhibit scale-
free structure [12].

Such finding causes increasing concern on the optimal
topology of, in particular, large-scale communication net-
works. Most conventional researches on a topological of
communication networks have focused on regular networks
such as star, ring, and mesh, and random networks where the
probability that a link exists between arbitrary node pair is
given by uniform distribution. However, as several interest-
ing characteristics of a scale-free network become clear, the
relation between a communication network and its scale-
free structure was been attracting much attention.

Notable characteristics of a scale-free network include,
for instance, that the average distance of a network (i.e.,
the average of shortest path lengths between arbitrary node
pair) is much smaller than that of a random network, and
that a scale-free network is more robust to random node
failures (i.e., connectivity among nodes is more likely to be
preserved). Hence, researches on a topology of large-scale
communication networks for improving reliability [21] and
for improving packet transfer efficiency [20, 13] have been
performed.

However, conventional researches have focused only
on network-level performance (e.g., reliability, resilience,
and per-link transfer efficiency); end-to-end perfor-
mance, which should be the most important metric to users,
has not been fully investigated.

The characteristic of a scale-free network that the av-
erage distance of a network is small is advantageous for
performing information retrieval [15] or maintaining reach-
ability [19]. However, considering packet transfer over a
communication network, such a small average distance of
a scale-free network implies traffic concentration at hub
nodes. If traffic is concentrated at hub nodes, those nodes
would become the bottleneck of the network, and limit the
performance of the entire network. Namely, from a view-
point of the end-to-end performance, a small average dis-
tance of a scale-free network and traffic concentration at
hub nodes should have opposite effects on the end-to-end



performance.
In this paper, through simple numerical analyses, we in-

vestigate the effect of the scale-free structure of a commu-
nication network on its end-to-end performance. As topolo-
gies of a network, a random network and a scale-free net-
work with the equal number of nodes and the equal num-
ber of links are used. We compare end-to-end throughput
of flows in both random and scale-free networks. Conse-
quently, we show that when the average degree of a net-
work is small (i.e., the number of links is small), a scale-free
network shows better end-to-end performance. On the con-
trary, when the average degree of a network is large (i.e.,
the number of links is large), we show that a random net-
work shows better end-to-end performance.

The organization of this paper is as follows. First, re-
lated works are introduced in Section 2. Section 3 briefly
explains fundamental characteristics of a random network
and a scale-free network. In Section 4, by simple numer-
ical computations, throughput of each flow is obtained by
assuming that the bandwidth allocation to each flow satis-
fies Max-Min fairness [4]. In Section 5, effect of scale-free
structure of a network on its end-to-end performance is clar-
ified by some numerical examples. Finally in Section 6, we
conclude this paper and discuss future works.

2. Related Works

In [14], the effect of scale-free structure of a network on
router load is investigated, where router load is defined as
the number of packets processed at a router. The authors
of [14] show that the distribution of router loads follows
power-law under the following conditions: (1) all nodes
generate packets uniformly, and (2) routing is determined
simply by the number of hops (i.e., packets traverse the
shortest path among possible paths).

However, [14] investigates only scale-free networks, and
does not investigate non-scale-free networks. Also, it fo-
cuses only on router load, which is one of network-level
performance metrics, and does not take account of the end-
to-end performance.

In [18], the optimal network topology of a packet switch-
ing network is investigated by assuming that routing is de-
termined by a neural network. The authors of [18] show that
a scale-free network is optimal as a network topology under
the following conditions: (1) the distribution of buffer sizes
of routers follows power-law, and (2) routing of a packet is
determined by a probability proportional to the buffer size
of a down-stream router. However, in [18], since the authors
assume proprietary routing utilizing a neural network, re-
sults there would not be applicable to general packet switch-
ing networks. Moreover, they focus only on per-link perfor-
mance, and do not take account of the end-to-end perfor-
mance.

In [9], characteristic of a packet switching network is in-
vestigated by proposing a simple model for packet switch-
ing networks. The authors consider the following simple
models: a fixed number of packets exist in a network, each
of which moves randomly among nodes, and every router
can accommodate only a single packet.

The authors of [9] show that characteristic of this net-
work model is described by Fermi-Dirac distribution, and
the probability of congestion occurrence in a network (i.e.,
probability that a packet cannot be accommodated in a
router) is derived. However, since the authors assume quite
simplified network model, it is difficult to generalize this
result to other packet switching networks. Moreover, it fo-
cuses only on the per-link performance, and does not take
account of the end-to-end performance.

Unlike these researches, in this paper, we conduct inves-
tigation focusing not only on the per-link performances but
on the end-to-end performance, which must be one of the
most important performance metrics to users.

3. Random Network and Scale-Free Network

In this section, fundamental characteristics of a random
network and a scale-free network are outlined. Moreover,
models that generate either a random network or a scale-
free network are also explained.

A random network is a network where the probability
that a link exists between arbitrary node pair is given by
uniform distribution [7]. As a representative model for gen-
erating a random network, ER (Erdos-Renyi) model [11] is
widely used. Two parameters, the number N of nodes and
the connection probability p between nodes, are used for
generating a random network. For a given N nodes, a ran-
dom network is generated by creating links among all node
pairs with the probability p.

As characteristics of a random network, it is known that
the degree distribution P (k) follows binomial distribution
and, for sufficiently large N , the average distance l satisfies
l ∝ log N [8].

A scale-free network is a network where its degree dis-
tribution follows the following power-law [12].

P (k) ∝ k−λ (1)

In the literature, several models that generate scale-free net-
works have been proposed [6, 16]. In this paper, we explain
BA model (Barabasi Albert) [3], which is one of the most
representative models for generating a scale-free network.
Notable features of BA model are network growth and link
preferential attachment [3]. First, a connected network with
a small number of nodes is created, and nodes are added to
the network one-by-one. Then, a scale-free network can be
generated by creating a link between a new node and exist-
ing one, which is randomly chosen from all existing nodes



with a probability proportional to the degree of an existing
node. It is known that the network generated by BA model
has a power-law index of λ = 3.

As characteristics of a scale-free network, it is known
that the average distance l is much smaller than that of a
random network. For instance, it is known that, for a suffi-
ciently large N , the average distance satisfies l ∝ log log N
for 2 < λ < 3 [8].

4. Network Model and Flow Throughput
Computation Algorithm

In what follows, we investigate the effect of scale-free
structure of a network on the end-to-end performance by
simple numerical computation. We do not take account of
influence of TCP congestion control; instead, we assume
that bandwidth allocation to each flow satisfies Max-Min
fairness [4]. This makes it possible to investigate the char-
acteristic of a network topology, neglecting the complex and
unpredictable effect of TCP congestion control.

As a network topology, a random network and a scale-
free network generated by BA model are used. A random
network is denoted by GR = (VR, ER), and a scale-free
network is denoted by GS = (VS , ES). Moreover, the num-
ber of nodes (i.e., routers or hosts) in a network is denoted
by N(= |VR| = |VS |), and the average degree (i.e., the av-
erage of the number of links connected to a node) is de-
noted by k. We clarify effect of a network topology on the
end-to-end performance by comparing a random network
and a scale-free network with the same number of nodes N
and the average degree k. For simplicity, all link bandwidths
and propagation delays are identical, and are denoted by B
and L, respectively.

On the random network GR and the scale-free network
GS , flows are generated randomly. Flows on each network
is given by another random network TR with N nodes and
the average degree ρk (see Fig. 1). ρ is called load factor.
Since the number of links of GR and GS is |ER| = |ES | =
kN/2, load factor ρ is a parameter that determines the ra-
tio of the number of flows to the number of links in a net-
work. In addition, routing of each flow is determined by the
shortest path algorithm [5].

We assume that the bandwidth allocation to each flow
satisfies Max-Min fairness. Throughput of each flow is cal-
culated by the following algorithm (see Fig. 2).

1. Throughput allocation to each flow is initialized to 0.
Namely, by letting ri be the throughput of flow i,

∀i ri ← 0. (2)

2. Throughput of all flows not traversing the bottleneck
link is increased by ∆.

∀i ∈ F ri ← ri + ∆,
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Figure 2. Computation of each flow’s
throughput satisfying Max-Min fairness

where F is a set of flows not traversing the bottleneck
link.

3. If one or more of non-bottleneck links becomes bottle-
neck, all flows traversing those links are removed from
F . Return to step 2.

By performing the above algorithm for a sufficiently
small ∆, throughput of each flow, in the case that the band-
width allocation satisfies Max-Min fairness, can be numer-
ically obtained.

5. Numerical Examples

Next, we discuss the effect of scale-free structure of a
network on the end-to-end performance by showing sev-
eral numerical examples. In what follows, unless explic-



 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 100  200  300  400  500  600  700  800  900 1000

A
ve

ra
ge

 th
ro

ug
hp

ut
 [M

bi
t/s

]

Number of nodes N

random/log
barandom/log

Figure 3. Average flow throughput for the dif-
ferent number of nodes N (k = 3, B = 10
[Mbit/s], and ρ = 5.0)

itly stated, the following parameters are used: the number
of nodes N = 1, 000, the average degree k = 3, the link
bandwidth B = 10 [Mbit/s], and load factor ρ = 5.0.

30 random networks and scale-free networks were gen-
erated, and the throughput of each flow and the utilization
of each link were numerically calculated for all networks.
Note that utilization of a link is the sum of throughput of all
flows passing the link normalized by the link bandwidth.

The average throughput of flows when changing the
number N of nodes from 50 to 500from 100 to 1,000 is
shown in Fig. 3. In the figure, 95 % confidence interval is
plotted. This figure shows that the scale-free network gen-
erated by BA model shows approximately 15–20 % higher
throughput regardless of the number N of nodes.

It deserves attention that Average throughputs of flows
in the random network and the scale-free network differ
largely, in spite of the fact that these networks have the same
number N of nodes and the average degree k. In our experi-
ment, ρ|ER|(= ρ|ES |) flows are randomly generated on ei-
ther the random network or the scale-free network. Hence,
our result indicates that the scale-free network can carry 15–
20% more packets than the random network.

Now, we focus on the variation in flow throughputs.
The coefficient of variation of flow throughputs is shown
in Fig. 4 when changing the number N of nodes from 50 to
500from 100 to 1,000. This figure shows that the scale-free
network shows larger variation in flow throughputs than the
random network, regardless of the number N of nodes. For
instance, the cumulative probability of flow throughput for
N = 1, 000 is shown in Fig. 5. This figure shows that, as
compared with the random network, the scale-free network
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Figure 4. CV of flow throughputs for the dif-
ferent number of nodes N (k = 3, B = 10
[Mbit/s], and ρ = 5.0)

has many flows with low throughput , but has a few flows
with extremely high throughput.

As seen so far, when we focus on the end-to-end perfor-
mance, the scale-free network shows higher throughput than
the random network. However, focusing on per-link perfor-
mance, we will see contradictory results.

The average link utilization when changing the number
N of nodes from 50 to 500from 100 to 1,000 is shown in
Fig. 6. Note that, even when utilization of bottleneck links is
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throughput for N = 1, 000
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Figure 6. Average link utilization for the dif-
ferent number of nodes N (k = 3, B = 10
[Mbit/s], and ρ = 5.0)

1.0, the average link utilization should take a value smaller
than 1.0, since there exist non-bottleneck links and/or links
that are not utilized by any flow. This figure shows that, al-
though it depends on the number N of nodes in a network,
the random network shows 5–15% higher throughput than
the scale-free network.

This phenomenon can be explained as follows. In the
scale-free network, since the average distance is smaller
than that of the random network, each flow generally tra-
verses fewer links. Consequently, in the scale-free network,
each flow consumes less network resources (i.e., link band-
width). For instance, the average path length for N = 1, 000
was approximately 6.4 and 4.6 in the random network and
the scale-free network, respectively.

In this case, each flow in the scale-free network con-
sumes only as approximately 72% (= 4.6/6.4) of network
resources as in the random network.

However, in the scale-free network, due to existence of
hubs (i.e., nodes with extremely many links), link utilization
of all links differs largely. In Fig. 7, the coefficient of vari-
ation of link utilization is shown when changing the num-
ber N of nodes from 50 to 500from 100 to 1,000. This fig-
ure shows that the variation in link utilization in the scale-
free network is larger than in the random network. This ten-
dency becomes noticeable as the number N of nodes be-
comes large.

From a viewpoint of the end-to-end performance, scale-
free structure causes positive effect such that the number of
hops between nodes is small, and also negative effect such
that traffic is likely to be concentrated on hubs. The strength
of these positive and negative effects should determine the
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Figure 7. CV of link utilization for the different
number of nodes N (k = 3, B = 10 [Mbit/s],
and ρ = 5.0)

end-to-end performance of scale-free networks.
For instance, in Fig. 3, the average throughput of the

scale-free network is larger than that of the random network,
regardless of the number N of nodes. This is probably be-
cause the positive effect, such that the number of hops be-
tween nodes is small, is significant.

However, as the average degree becomes large, the neg-
ative effect of scale-free structure becomes noticeable. In
this case, the random network shows better end-to-end per-
formance than that of scale-free network. In the numeri-
cal results so far, the average degree is fixed at k = 3. In
Fig.Figs. 8 and 9, the average flow throughput isand the
coefficient of variation of flow throughputs are shown when
changing the average degree k from 2 to 8.

This figureFigure 8 shows that the throughput of the ran-
dom network is higher than that of the scale-free network,
when the average degree k is larger than or equal to 6.
This phenomenon can be explained as follows. The num-
ber of links in a network increases as the average degree
k becomes large. The average distance of a network be-
comes small as the number of links increases. Hence, the
difference in average distances of the random network and
the scale-free network becomes small. On the contrary, in
our experiments, routing of each flow is simply determined
by the shortest path algorithm. Hence, when a network has
scale-free-network structure, flows are likely to traverse hub
nodes. Consequently, hub nodes become congested, leading
throughput degradation for many flows. This phenomenon
can be confirmed from Fig. 9; i.e., the scale-free network
shows larger variation in flow throughputs than the random
network.
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ferent average degree k (N = 1, 000, B = 10
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6. Summary and Future Works

In this paper, through simple numerical analyses, we
have investigated the effect of scale-free structure of a net-
work on its end-to-end performance. Consequently, we have
found: (1) when the average degree of a network is small
(i.e., there are not many links in a network), a scale-free
network shows higher end-to-end performance than a ran-
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Figure 9. CV of flow throughputs for a dif-
ferent average degree k (N = 1, 000, B = 10
[Mbit/s], and ρ = 5.0)

dom network, and (2) conversely, when the average degree
of a network is large (i.e., many links in a network), a ran-
dom network shows higher end-to-end performance than a
scale-free network.

As future work, we are planning to investigate the effect
of the scale-free structure of a network on other end-to-end
performance metrics such as delay and packet loss probabil-
ity as well as application-level performance metrics. Also,
we are planning to investigate the effect of scale-free struc-
ture of a network on several network protocols, for instance,
the congestion control mechanism of TCP.
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