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Abstract—In this paper, we approximately derive the average
message delivery delay in geographic DTN routing under random
walk mobility on a large-scale network. A geographic DTN
routing aims at realization of message delivery among multiple
(generally, geographically-dispersed) geographic locations on a
field without necessity of specific communication infrastruc-
ture by utilizing mobility of mobile agents. In this paper, we
address the following research questions. How well or badly
does geographic DTN routing perform in a large-scale network
(i.e., a network with many geographic locations)? How is the
performance of geographic DTN routing affected by the topology
of the network (i.e., connections of many geographic locations)?
We try to answer the questions using a hybrid modeling of
geographic DTN routing with the help of recent advancement
in analytical studies of random walks on a graph. We also show
that geographic DTN routing is scalable; i.e., its average message
delivery delay is approximately proportional to the network size
(i.e., geographic locations) unless heavily loaded. We show that
the network topology has limited impact on the performance
of geographic DTN routing except heavily loaded conditions;
the average message delivery delay is mostly determined by the
degree of the destination node.

Keywords—DTN (Delay/Disruption-tolerant Networking); Geo-
graphic DTN Routing; Multiple Random Walks on Graph; Message
Delivery Delay; Large-Scale Network

I. INTRODUCTION

Delay/disruption-tolerant networking (DTN), which allows
end-to-end node communication even when communication
links between nodes are not functioning normally, has recently
been regarded as a promising communication technology for
realizing communication infrastructure at the time of dis-
aster and low-cost communication infrastructure [1]. DTN
aims to achieve end-to-end data transfers in communication
environments where inter-node communication links can be
temporarily severed, or the transmission delay between nodes
can temporarily increase.

In the literature, extensive researches on DTN routing
based on store-carry-and-forward communication with mobile
nodes have been actively performed [1]. DTN routing commu-
nication between mobile nodes generally utilizes the character-
istics of mobile nodes, which autonomously and independently
move on the field, and also ad-hoc wireless communication
among mobile nodes for realizing end-to-end message delivery.

To the best of our knowledge, most of existing DTN routing
algorithms are designed for message delivery between mobile
nodes (i.e., message transmission from a mobile node to one
or more other mobile nodes) [2-4]. However, in practical appli-
cations of DTNs in several fields, endpoints of communication
might not be always mobile nodes. In other words, endpoints
might also be fixed nodes, so other types of communications
between mobile and fixed nodes and also between fixed nodes

should be required. In this paper, a class of DTN routing utiliz-
ing mobile nodes for store-carry-and-forward communication
among fixed nodes is called geographic DTN routing [5, 6].

A geographic DTN routing aims at realization of message
delivery among multiple (generally, geographically-dispersed)
geographic locations on a field without necessity of specific
communication infrastructure by utilizing mobility of mobile
agents [5, 6]. On the field, there exist multiple geographic
locations (i.e., fixed nodes) and mobile agents (i.e., mobile
nodes), and messages are transferred among geographic lo-
cations using store-carry-and-forward operations of mobile
agents.

In geographic DTN routing, a message is generated at a
geographic location (originating node). Multiple mobile agents
independently move on the field. If one of those mobile agents
arrives at the originating node, the message is loaded onto the
mobile agent. The mobile agent then continues its movement.
When the mobile agent arrives at the geographic location to
which the message is destined (destination node), the message
is unloaded and the destination node receives the message. A
single message can be composed of multiple replicas (multiple-
copy geographic DTN routing) , rather than a single message
(single-copy geographic DTN routing). With multiple-copy
geographic DTN routing, the message is considered to be suc-
cessfully delivered when any of message replicas is delivered
to the destination node.

In our previous works, the performance of geographic
DTN routing is investigated through simulations [5] and
mathematical analysis [6]. Those performance studies show
that the geographic DTN routing performs reasonably well.
The performance of conventional (i.e., non-geographic) DTN
routing is quite limited, in particular, in sparse networks with
a low mobile agent density. On the contrary, the performance
of geographic DTN routing is favorable since the endpoints of
communication are fixed nodes. In other words, the reasonable
assumption (i.e., stationary endpoints) significantly boosts the
performance of DTN routing.

In this paper, we address the following research questions.

1) How well or badly does geographic DTN routing
perform in a large-scale network (i.e., a network with
many geographic locations)?
A fundamental question on geographic DTN routing
is whether it is scalable in terms of the number
of nodes (geographic locations). Note that, in this
paper, a network means a network of geographic
locations, each of which is generally connected with



other geographic locations, rather than a network of
mobile agents as in conventional DTN routing. A
large-scale network therefore means a network with
a large number of geographic locations.
Our previous works [5, 6] investigate the feasibility
of geographic DTN routing in rather small-scale
networks because of computational complexity of
geographic DTN routing simulations and analytical
intractability of geographic DTN routing.
Intuitively, the larger the network becomes, the lower
the performance of geographic DTN routing becomes
since the mobile agent is less likely to arrive at
the originating node as well as the destination node.
However, it is unclear how quantitatively the per-
formance of geographic DTN routing degrades as
the number of geographic locations increases. Under-
standing the scalability of geographic DTN routing is
crucial to design a geographic DTN routing protocol
satisfying performance requirements.

2) How is the performance of geographic DTN routing
affected by the topology of the network (i.e., connec-
tions of many geographic locations)?
Another question is on the impact of the network
topology on the performance of geographic DTN
routing. In this paper, a network means a network
of geographic locations and the topology means the
topology of the network composed of geographic
locations and connections among them. The perfor-
mance of geographic DTN routing should be af-
fected by several factors: a geographic DTN rout-
ing algorithm, a buffer management mechanism of
mobile agents, the capability (e.g., bandwidth and
BER (Bit Error Ratio)) of wireless communication
among mobile agents and geographic locations, the
mobility of mobile agents, and the topology of geo-
graphic locations. Among those, the first four factors
are controllable to some extent. For instance, the
capability of wireless communication among mobile
agents and geographic locations can be changed
by replacing communication protocols and adjusting
wireless device parameters. On the other hand, the
last two factors are generally uncontrollable. It is
generally difficult or impossible, for instance, to force
mobile agents a specific mobility and/or to change
the topology of geographic locations, which usually
requires replacement of geographic locations and/or
reconstruction of paths among geographic locations.
Hence, it is quite important to understand the impact
of the network topology on the performance of geo-
graphic DTN routing.
In the literature, the impact of the network topol-
ogy on conventional DTN routing has been investi-
gated [7]. These studies show that the performance of
conventional DTN routing is dependent on the under-
lying network topology. Also, in the field of network
science, the relation between the topological structure
of a complex graph and its dynamical properties
such as the percolation, epidemics, and information
dissemination has been extensively studied [8, 9].
These studies show that the network topology con-
siderably affects the dynamical properties such as a
probabilistic information dissemination on a complex

network. By taking account of these findings, it is
natural to assume that the performance of geographic
DTN routing should be significantly affected by the
network topology since geographic DTN routing has
similarity with conventional DTN routing and dynam-
ical processes on a complex network. However, the
impact of the network topology on geographic DTN
routing has not been well understood.
To the best of our knowledge, one exception is our
previous work [6], in which the average and the
distribution of message delivery delays are derived.
However, as we have explained above, the analytical
approach presented in [6] lacks scalability in terms
of the network size, which makes it difficult to
investigate the impact of the network topology on the
performance of geographic DTN routing in medium-
scale and large-scale networks.

In this paper, we try to answer the above two questions
by extending our previous work — a hybrid modeling of geo-
graphic DTN routing [6] — with the help of recent advance-
ment in analytical studies of random walks on a graph. In [6],
a hybrid model of geographic DTN routing under random walk
mobility on an arbitrary network topology is presented and the
major performance metrics of geographic DTN routing such as
the average and the distribution of message delivery delays are
derived. The key idea in [6] is to combine a continuous-time
model (i.e., an M/M/1 queueing model) and a discrete-time
model (i.e., a discrete multiple random walks on a graph) to
model the series of message delivery processes in geographic
DTN routing. However, the analytical approach in [6] lacks
scalability; the computational complexity to obtain numerical
results in [6] grows exponentially as the network size (i.e., the
number of geographic locations) increases. So, the analytical
approach in [6] is not applicable to answer the above two
questions.

The major contributions of this paper are summarized as
follows.

• We present a hybrid model of multiple-copy geo-
graphic DTN routing, which is composed of a con-
tinuous M/M/1/PS queueing model and discrete
multiple random walks on a large-scale network

• We approximately derive the average message delivery
delay in geographic DTN routing under random walk
mobility on a large-scale network

• We analytically obtain the optimal number of message
replicas (i.e., the number of copies per a message)

• We show that geographic DTN routing is scalable; i.e.,
its average message delivery delay is approximately
proportional to the network size (i.e., geographic lo-
cations) unless heavily loaded

• We show that the network topology has limited im-
pact on the performance of geographic DTN routing
except heavily loaded conditions; the average message
delivery delay is mostly determined by the degree of
the destination node

The organization of this paper is as follows. Section II
briefly explains the overview and the operation of geographic



DTN routing and a FIFO algorithm. Section III describes our
analytic model used throughout this paper. Section IV approx-
imately derives the average message delivery delay using a
hybrid model of multiple-copy geographic DTN routing, which
is composed of a continuous M/M/1/PS queueing model
and discrete multiple random walks on a large-scale network.
Section V obtains the optimal number of message replicas
that minimizes the average message delivery delay. Section VI
presents several numerical examples to address our research
questions. Also, the validity of our approximate analysis is
investigated by comparing numerical results with simulation
ones. Section VII concludes this paper and discusses future
works.

II. GEOGRAPHIC DTN ROUTING AND FIFO ALGORITHM

In this section, we briefly explain the overview and the
operation of geographic DTN routing. Refer to [5, 6] for
details.

A geographic DTN routing aims at realization of message
delivery among multiple (generally, geographically-dispersed)
geographic locations on a field without necessity of specific
communication infrastructure by utilizing mobility of mobile
agents. There exist multiple geographic locations and also
multiple mobile agents (i.e., mobile nodes) on the field, and
messages are carried by mobile agents for message delivery
among geographic locations.

Every geographic location generates messages destined for
other geographic locations. We assume that multiple mobile
agents autonomously and irregularly visit geographic locations
one and another. A mobile agent can load a message at its
visiting geographic location, carry multiple messages while
it moves, and unload one or more carrying messages at its
visiting geographic location.

There exist a huge number of possible geographic DTN
routing algorithms depending on the combination of various
factors: message generation patterns and buffer sizes of ge-
ographic locations, mobility, mobility controllability, buffer
sizes of mobile agents, type and capacity of wireless communi-
cations between a geographic location and a mobile agent, and
availability of positional information of mobile agents (e.g.,
GPS (Global Positioning System)).

A typical example of geographic DTN routing is the case
where people carrying portable devices such as smartphones
autonomously move among geographic locations. Therefore,
we assume that mobile agents’ mobility are uncontrollable
(i.e., a geographic DTN routing algorithm has no control over
people’s mobility), and the capacity of wireless communication
is limited (i.e., the bandwidth for message transfer between a
geographic location and a portable device is finite). On the
contrary, we assume that the buffer sizes of geographic loca-
tions and mobile agents (e.g., portable devices) are sufficiently
large.

Geographic DTN routing algorithms can be roughly classi-
fied by their message loading mechanism (i.e., how messages
are copied/moved from a geographic location) and message
unloading mechanism (i.e., how messages are copied/moved
from a mobile agent).

In this paper, we focus on one of the simplest algorithms,
FIFO (First-In First Out) algorithm, which should be the base-
line for other complex geographic DTN routing algorithms.

FIFO algorithm is the minimal and the simplest algorithm,
which performs sequential message loading and no message
unloading except at the destination node. When a mobile
agent visits geographic location v, at most K oldest messages
are chosen from the buffer of geographic location v. Those
messages are moved to the buffer of the mobile agent. If
the mobile agent has one or more messages destined for
geographic location v in its buffer, those messages are moved
to the buffer of geographic location v.

III. ANALYTIC MODEL

This section presents our analytic model used throughput
this paper, which is based on our previous work [6].

We model the field comprising of multiple geographic
locations and paths connecting those geographic locations as
an undirected graph G = (V,E) where vertices and edges
correspond to geographic locations and paths, respectively. Let
d(v) be the degree of vertex v ∈ V .

We model the behavior of a mobile agent in geographic
DTN routing as a discrete random walk on graph G. At every
slot, a mobile agent randomly and synchronously moves one
of its neighbor vertices in G. Namely, a mobile agent on vertex
v at slot k randomly moves to one of neighbor vertices with
probability 1/d(v) at slot k + 1.

Note that the random walk mobility model is one of the
most popular random mobility models in DTN performance
studies because of its simplicity and tractability [10]. The
random walk mobility model is based on the observation
that mobile nodes naturally move around in unpredictable
ways [10].

Every mobile agent performs message delivery using FIFO
algorithm. When a mobile agent visits a geographic location,
it performs the following operations: (1) moves at most K
oldest messages from geographic location’s buffer to mobile
agent’s buffer (message loading), and (2) moves, if any, all
messages destined for the current geographic location from
mobile agent’s buffer to geographic location’s buffer. The
freshness of a message is simply determined by the age of the
message (i.e., the time elapsed since the time of its generation).
In message loading, if there exist multiple messages of the
same freshness, any of those messages are randomly selected.
In our analysis, it is assumed that the buffer of geographic
locations and mobile agents are sufficiently large.

In this paper, we focus on geographic DTN routing with
the number M of mobile agents.

There exist two classes of geographic DTN routing: single-
copy and multiple-copy. In the single-copy case, every message
is not duplicated in the network. So, a single-copy geographic
DTN routing consumes least network resources. However,
message delivery delays in the single-copy case tend to be
large, and the message delivery probability from the orig-
inating node to the destination node is generally low. For
accelerating message delivery and increasing the likelihood
of message delivery, a message is duplicated in the multiple-
copy case. In this paper, the number of replicas for a message



generated at originating geographic location u and destined for
geographic location v is denoted by Cu,v .

We assume that messages are continuously generated at
every originating geographic location as a Poisson process. Let
λu,v be the message generation rate at originating geographic
location u destined for geographic location v. A single message
consists of the number Cu,v of message replicas. Note that our
analytic model is based on discrete random walks on a graph,
so our analytic model itself is a discrete model [6].

IV. DERIVATION OF AVERAGE MESSAGE DELIVERY
DELAY

In what follows, we derive the average message delivery
delay of multiple-copy geographic DTN routing under random
walk mobility in a large-scale network.

We focus on message m generated at originating node
u and destined for destination node v. For brevity, Cu,v is
denoted as C; i.e., Cu,v and C are used interchangeably. Let
r1, r2, . . . , rC be replicas of message m. In the multiple-copy
case, the message delivery delay is defined as the time elapsed
since message m is generated at originating node u until one
of replicas r1, . . . , rC arrives at destination node v at first.

Let Xi be the random variable representing the delivery
delay of replica ri, which is defined as the duration between
the message generation at the originating node and the arrival
of replica ri at the destination node. Also, let X be the random
variable representing the message delivery delay. By definition,
we have

X = min(X1, X2, . . . , XC). (1)

Hence, the cumulative distribution function of message
delivery delay X , F (X), is given by

F (x) = 1−
C∏

i=1

(1− Fi(x)), (2)

where Fi(x) is the cumulative distribution function of replica
delivery delay Xi. The average message delivery delay of
message m, Du,v , is given by

Du,v ≡ E[X] =

∫ ∞

0

x f(x)dx, (3)

where f(x) is the probability density function of message
delivery delay X (i.e., f(x) ≡ dF (x)/dx).

Now we need to derive the cumulative distribution function
of replica delivery delay Xi, Fi(x).

The delivery delay of replica ri is composed of the queue-
ing delay at originating node u and the transfer delay from
originating node u to destination node v. More specifically,
the delivery delay of replica ri is the sum of (1) the time
elapsed from the generation of message m consisting of all
replicas until loading of replica ri by a mobile agent visiting
originating node u (queueing delay), and (2) the time elapsed
from the departure of the mobile agent carrying replica ri
until its arrival at destination node v (transfer delay). Random
variables representing the queueing delay and the transfer

delay of replica ri are denoted by XQ
i and XT

i , respectively.
Thus,

Xi = XQ
i +XT

i . (4)

For simplicity, we use the following approximation.

Xi ≃ E[XQ
i ] +XT

i . (5)

We then introduce our hybrid model composed of a con-
tinuous M/M/1/PS queueing model and discrete multiple
random walks on a large-scale network.

First, the departure process from originating node u is
modeled as an M/M/1/PS queueing model where messages
and loading by a mobile agent in geographic DTN routing
correspond to customers and the service in the M/M/1/PS
queueing model. Namely, a message, which is composed of
the number C of replicas, is regarded as a customer. Once the
message (i.e., customer) is generated, it is added to the buffer
of originating node u. We assume that when a mobile agent
arrives at originating node u, it loads at most the number K of
different replicas among all messages queued from originating
node’s buffer in a round-robin fashion.

Provided that replicas r1, r2, . . . , rC are processed sequen-
tially and that the departure process from the originating
node is stationary, the average queueing delay of replica ri
is approximately given by

E[XQ
i ] ≃ i

C
E[XQ

C ]. (6)

The average queueing delay of the last replica, rC , is given
by the average response time of the M/M/1/PS queueing
model:

E[XQ
C ] =

1/µu

1− λu/µu
, (7)

where λu and µu are the arrival rate and the service rate of
the M/M/1/PS queueing model, respectively. The arrival rate
λu at originating node u is given by the sum of all message
generation rates.

λu =
∑

v∈V,v ̸=u

λu,v (8)

Recall that a mobile agent can load at most K replicas at every
visit at the originating node. Also recall that every customer
(i.e., message) is composed of C replicas. Thus, message m
needs C times loading of replicas by mobile agents visiting
originating node u. The service rate at originating node u is
therefore approximately given by

µu ≃ M K

Ru C
, (9)

where Ru is the average recurrence time of a mobile agent
at originating node u, which is given by the following equa-
tion [11].

Ru =
2 |E|
d(u)

(10)



Second, the message transfer with multiple replicas from
originating node u to destination node v is modeled as discrete
multiple random walks on graph G. All replicas of message
m, r1, r2, . . . , rC are sequentially loaded by different mobile
agents visiting at originating node u.

It is shown in [12] that the average hitting time Hu,v of a
random walk on sufficiently large and reasonably connected
graph G starting from vertex u and ending at vertex v is
approximately given by

Hu,v ≃ 2 |E|
d(u)

. (11)

Assuming that hitting times of a random walk on graph
G is exponentially distributed, the probability density function
of replica delivery delay Xi is given by the E[XQ

i ]-shifted
exponential distribution with the mean of Hu,v . For brevity,
let ∆ be E[XQ

i ].

fi(x) =

{
1

∆+Hu,v
e
− x−∆

∆+Hu,v x ≥ ∆

0 otherwise
(12)

Finally, integration of the probability density function fi(x)
yields

Fi(x) = 1− e
− x−∆

∆+Hu,v . (13)

V. NOTES ON OPTIMAL NUMBER OF MESSAGE REPLICAS

In this section, we analytically obtain the optimal num-
ber of message replicas that minimizes the average message
delivery delay.

As we will show in Section VI, the optimal number of
message replicas in terms of the average message delivery
delay is dependent on several system parameters. Among
several system parameters, the number of message replicas
is easier to change than others such as the number of geo-
graphic locations, the topology of the network, and the number
of mobile agents. In other words, geographic DTN routing
algorithms can dynamically change the number of message
replicas to optimize its performance.

One possible application of our approximate analysis is to
optimize the number of message replicas at every originating
node based on its observations. The optimal number C∗

u,v
of message replicas for messages originated at geographic
location u and destined for geographic location v can be easily
obtained by numerically solving the following equation.

C∗
u,v = argmin

1≤C≤M
Du,v (14)

Implementation of such an optimization mechanism in a
geographic DTN routing algorithm is not difficult; necessary
information for originating node u to obtain the optimal num-
ber C∗ of message replicas are message generation rate λu,v ,
the maximum number K of message loadings, the number M
of mobile agents, the number |E| of edges (i.e., paths) in the
network, and the degree d(v) of the destination node. Every
geographic location knows the first two, and others are not
difficult to obtain or estimate because those are generally not
dynamically varying.

VI. NUMERICAL EXAMPLES AND DISCUSSION

In this section, we present several numerical examples to
investigate the scalability of geographic DTN routing as well
as the impact of the network topology on its performance. Sim-
ulation results are also provided to validate our approximate
analysis.

For a given network size N (= |V |) (i.e., the number of
geographic locations), a network topology is synthetically gen-
erated using ER (Erdös-Rényi) model [13]. The average degree
(i.e., the average number of paths connected to a geographic
location) k is fixed at k = 6. Hence, the total number of edges
among geographic locations are |E| = k N/2 = 3N .

With network topology G of size N , the number of possible
originating and destination (i.e., source and sink) node pairs
is too many (i.e., N2) to examine every pair. So, in our
experiments, we choose both originating and destination nodes
from graph G according to the following rules.

1) The originating node u is set to the node with the
largest degree in graph G, which corresponds to the
hub geographic location in the network.

2) The destination node v is randomly chosen from
nodes whose degree is exactly k, which corresponds
to a typical geographic location in the network.

Note that in our experiments, only a single originating-and-
destination node pair is examined.

The message generation rate λu,v has different meanings
under different conditions. For instance, if the number M
of mobile agents is small and/or the network size N is
large, mobile agents are not likely to visit an originating
node, resulting in high offered load. For enabling comparison
of numerical results under different system parameters, the
message generation rate λu,v is normalized using a load factor
α (0 ≤ α ≤ 1) as λu,v = αµu (see Eq. 9).

Unless stated otherwise, the following system parameters
are used: network size (the number of geographic locations)
N = 1, 000, the number of mobile agents M = 100, the
number of message replicas Cu,v = C = 1 for all originating
and destination node pairs, load factor α = 0.8 (i.e., modestly-
loaded condition), and the maximum number of message
loadings K = 1.

Figure 1 shows the average message delivery delay Du,v

for different network sizes N . In this figure, the number C of
message replicas is changed to 1, 50, or 100. Note that results
with C = 50 and C = 100 (blue and green line) are almost
indistinguishable.

Comparison of numerical examples and simulation results
is plotted in Fig. 2. Due to computational burden of computer
simulations, the maximum network size is limited to N =
1, 000. This figure shows good agreement between analysis
and simulation, in particular, when the number C of message
replicas is small. However, we observe some deviation when
the number C of message replicas is large.

Figures 1 and 2 seem to indicate that the large number C of
message replicas is always desirable regardless of the network
size N . However, this is untrue.
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Figure 3 shows the average message delivery delay Du,v

as a function of the number C of message replicas. In this
figure, the load factor is set to α = 0.9 to simulate highly
loaded conditions. This figure clearly illustrates that the aver-
age message delivery delay Du,v is a concave function. The
optimal number of message replicas is around C = 20 but it
is almost independent of the network size N in this case.

Now we are ready to answer two research questions — how
well or badly geographic DTN routing performs in a large-
scale network and how the performance of geographic DTN
routing is affected by the network topology.

Our observations regarding Fig. 1 answer the first question;
somewhat surprisingly, geographic DTN routing is scalable
in terms of the network size N since the average message
delivery delay grows almost proportionally as the network size
N increases, which is quite favorable property of geographic
DTN routing.

Answering the second research question needs more expla-
nation.

The second research question can be rephrased as follows:
how the average message delivery delay Du,v in Fig. 1 is
changed if the average degree is different (i.e., k ̸= 6) and if
the degree distribution of graph G is not binomial (e.g., power-
law distribution as in scale-free networks). Except highly
loaded conditions, the dominant factor of the replica delivery
delay Xi is the transfer delay XT

i rather than the queueing
delay XQ

i in Eq. (4). As Eq. (12) implies, the transfer delay
is mostly determined by the average hitting time Hu,v , which
is then determined solely by the ratio of the number |E| of
edges to the degree d(v) of the destination node v. Namely,
in geographic DTN routing under random walk mobility, the
network topology has limited impact on the performance of
geographic DTN routing; the average message delivery delay
is mostly determined by the degree of the destination node.

VII. CONCLUSION

In this paper, we have presented a hybrid model of
multiple-copy geographic DTN routing, which is composed
of a continuous M/M/1/PS queueing model and discrete
multiple random walks on a large-scale network. We have
approximately derived the average message delivery delay in
a geographic DTN routing under random walk mobility on a
large-scale network. We have analytically obtained the optimal
number of message replicas (i.e., the number of copies per a
message). Our findings include that geographic DTN routing is

scalable in terms of the network size N , and that the network
topology has limited impact on the performance of geographic
DTN routing except heavily loaded conditions.

Our future work includes extensive simulations under re-
alistic scenarios to further validate our approximate analysis,
and extension of our analysis to incorporate more realistic
geographic DTN routing such as geometry-aware routing al-
gorithms, and other mobility patterns than the random walk.
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