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Abstract

AQM (Active Queue Management) mechanisms support the
end-to-end congestion control mechanism of TCP (Trans-
mission Control Protocol). Severa AQM mechanisms have
been recently proposed and studied by many researchers.
One of popular AQM mechanisms is the RED (Random
Early Detection) gateway, which randomly discards arriv-
ing packets. Although its steady state performance has been
fully investigated, its transient behavior has not been well
understood. In our previous work, we have analyzed the
transient behavior of the RED gateway for limited cases
of TCP connection variations. In this paper, by extend-
ing our previous work, we analyze the transient behavior
of the RED gateway for various types of TCP connection
variations (e.g., intermittent arrival or continuous arrival of
multiple TCP connections). We use a control theoretic ap-
proach, which is based on the transfer function describing
the relation between input and output in frequency domain.
By presenting several numerical and simulation results, we
discuss how control parameters of the RED gateway affect
its transfer behavior.

1 Introduction

In the last few years, AQM (Active Queue Management)
mechanisms that support an end-to-end congestion con-
trol mechanism of TCP have been studied by many re-
searchers [1]. For instance, a RED (Random Early Detec-
tion) is a representative AQM mechanism, which randomly
drops an arriving packet at the gateway for improving the
performance to TCP traffic [2]. The authors of [2] have
claimed advantages of the RED gateway over a conven-
tional Drop-Tail gateway as follows: (1) the average queue
length is kept low, (2) the performance degradation caused
by aglobal synchronization problem found in the Drop-Tail
gateway is avoided, and (3) the RED gateway improves the
fairness among TCP connections. Although the effective-

ness of the RED gateway is fully dependent on a choice of
itsfour control parameters, it is not trivial to configure them

appropriately.

A number of studies on the RED gateway have been exten-
sively performed by many researchers. Most of those stud-
ies(e.g., [2, 3]) have used asimulation technique for clearly
revealing characteristics of the RED gateway in various net-
work configurations and for investigating how control pa-
rameters of the RED gateway affect its efficiency. There
have been, however, alimited number of analytical studies
on the RED gateway. In [4-10], the performance evalua-
tions of the RED gateway in steady state have been per-
formed. The authors of [2] have proposed a recommended
set of control parameters, which is an empirical guideline
by simulation experiments. The authors of [5, 8] have pro-
posed another guideline, which is based on their analytic
results.

Although there have been a great number of researches on
the RED gateway, but most of them simply focus on its
steady state behavior. There have been very few researches
on the transient behavior of the RED gateway. In [11], we
have analyzed the transient behavior of the RED gateway
for variation in the number of TCP connections. Our anal-
ysiswas based on the steady state analysis presented in [8].
To the best of our knowledge, this is the only study on the
transient behavior of the RED gateway. However, in [11],
we have analyzed only for temporary variation in the num-
ber of TCP connections. The transient behavior of the RED
gateway for more realistic TCP connection variations has
not been investigated. In this paper, we therefore analyze
the transient behavior of the RED gateway for various types
of TCP connections variations by extending our analytic ap-
proach presented in [11]. We use a control theoretic ap-
proach of utilizing the transfer function, which describes
the relation between the input and the output in frequency
domain. We also validate our approximate anaysis by com-
paring analytic results with simulation ones.
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Figure 1: Anaytic model.

This paper is organized as follows. In Section 2, we explain
the analytic model of the RED gateway, which will be used
throughout this paper. We also briefly explain the derivation
of average state transition equations, which are the basis of
our transient analysis. In Section 3, we analyze the tran-
sient behavior of the RED gateway for various types of TCP
connection variations using a control theoretic approach. In
Section 4, several numerical examples are presented to dis-
cuss how control parameters of the RED gateway affect its
transient behavior. The validity of our approximate analysis
isaso investigated by comparing analytic results with sim-
ulation ones. In Section 5, we finally conclude this paper
and discuss future works.

2 Analytic Model and State Transition Equations

In this paper, we analyze the transient behavior of the RED
gateway by extending the analytic method presented in [11].
We first briefly explain our analytic model (Fig. 1) and the
state transition equations derived in [11]. The definitions of
symbols are summarized in Tab. 1. In [11], the following
assumptions are made: (1) all TCP connections are oper-
ating in the congestion avoidance phase, (2) source hosts
can detect the occurrence of a packet loss by receiving du-
plicate ACKs (i.e., timeout never occurs), (3) transmission
speeds of al links are assumed to be sufficiently faster than
the processing speed of the RED gateway, (4) all TCP con-
nections change their window sizes synchronously, and (5)
the average queue length 7 is between ming, and maxyy,
because control parameters of the RED gateway are config-
ured appropriately. Note that validity of these assumptions
isdiscussedin [8].

Under these assumptions, the entire network is modeled
by a discrete-time system, where a time slot of the sys
tem corresponds to the round-trip time of TCP connections.
Namely, the derivations of the window size w(k), the cur-
rent queue length ¢(k), and the average queue length g(k)
are given by the following equations.
5(k) —1

wk +3(k) = M (1)

n(k) (w(k) +5(k) — 1)
2

q(k+3(k)) =~ —BT1 (2

Table 1: Definitions of symbals.

ming, Minimum threshold value
maxy, mMaximum threshold value
maz, Mmaximum packet marking probability
Quw weight factor for averaging
T propagation delay of TCP connections
B processing speed of the RED gateway
w(k)  window sizeat slot k&
q(k)  current queue length at slot &
g(k)  average queuelength at slot &
n(k)  thenumber of TCP connections at slot &

a(k+35(k) = (1-q)"® k)
H1-(1=q)*Pyak) ()

where X (k) and 5(k) are given by

— _ 1 maxey, — MiNgp,

X (k) 2 <maa:p(§(k) — ming,) )

) 1 V)2 (1 = 2w(k)? + 8n(k)X (k)
s(k) = 3 w(k) + 3 (k)

Refer to [8, 11] for the detail of the derivation.

3 Transient Behavior Analysis

In what follows, we analyze the transient behavior of the
RED gateway for various types of TCP connection varia-
tions by utilizing the state transition equations (Egs. (1)—
(3)). The congestion control mechanism of TCP has two
operation phases. the congestion avoidance phase and the
slow start phase. Similar to [11], we use two different ana-
lytic methods according to the operation phase of TCP con-
nections.

We first classify types of TCP connection variations. Let
N be the number of TCP connections established in the
network. There are four types of TCP connection varia-
tions[11]:

Cl: AN of N TCP connections terminate (or suspend)
their data transmissions.

C2: AN TCP connections resume their data transmissions
after ashort idle period.

C3: AN TCP connections resume their data transmissions
after along idle period.

C4: AN TCP connections newly start their data transmis-
sions.
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Inthecaseof C1 (or C2), N — AN (or N + AN) TCP con-
nections will operate in the congestion avoidance phase. In
the cases of C3 and C4, AN TCP connections will operate
inthe slow start phase while N TCP connectionswill in the
congestion avoidance phase.

In what follows, the equilibrium value of avariable z(k) is
denoted by z*. For enabling the transient behavior analysis
of the RED gateway, the state transition equations given by
Egs. (1)3) arelinearly approximated around average equi-
librium valuesw*, ¢*, 7*, and n*. Then, the linearized state
transition equations can be written in amatrix form [8, 11]:

x(k+35(k) ~ Ax(k) 4

where A is called a state transition matrix, and x(k) is the
difference between the state vector x(k) and the average
equilibrium values. Namely, X(k) is defined as

w(k) — ui
w = [
n(k) —n*

As can be found from Eg. (4), the system state changes ev-
ery (k) dot, which represents the number of adjacent slots
in which all packets have been unmarked by the RED gate-
way [8]. In what follows, we define sequence k as a group
of 5(k) slots. We also define S, asthefirst slot of sequence
k.

First, the cases (C1 and C2), where al TCP connections
will operatein the congestion avoidance phase after the TCP
connection variation, are considered. Let u(k) bethe differ-
ence in the numbers of TCP connections at slot £ — 1 and
slot k. Also let y(k) be the queue length of the RED gate-
way at slot £ (Fig. 2). The linearized state transition equa-
tions given by Eq. (4) can be extended to include u (k) and
y(k) astheinput and the output, respectively [11]. Namely,

%X(k+3(k)) = AX(k)+ Bu(k) (5)
y(k) = Cx(k)
B = [0001]"
C = [0100]

Second, the other two cases (C3 and C4), where a part of
TCP connections will operate in the slow start phase af-
ter the TCP connection variation, are considered. Let u(k)
be the difference in the total numbers of packets sent from
source hosts operating in the slow start phase at dlot k£ — 1
and dlot k. Let y(k) be the queue length of the RED gate-
way at dot k£ (Fig. 3). Similar to the previous cases, the
linearized state transition equations given by Eq. (4) can be
extended to include (k) and y (k) as the input and the out-
put, respectively.

x(k+3(k) = AX(k)+ Bu(k) 6)
y(k) = Cx(k)
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In this paper, we analyze the transient behavior of the RED
gateway for various types of TCP connection variations by
utilizing thetransfer function. Thetransfer function of alin-
ear system describes the relation between the input and the
output in frequency domain [12]. We define z-transforms
of theinput «(k) and the output y(k) asU(z) and Y (2), re-
spectively. The transfer function G(z) of a system satisfies
the following relation.

Y(z) = G()U(z) (")

The transfer functions of the system described by Egs. (5)
and (6) are given by the following equation [12].

G(z) = CkI-A)'B

It is known that the stability and the transient behavior of a
closed-loop system are determined by the poles of itstrans-
fer function. By investigating the modulus of poles \;, the
stability and the transient behavior of the system can be eas-
ily known. In our transient behavior analysis, theinput isthe
z-transform of either the difference in the numbers of TCP
connections (C1 and C2) or the difference in the sum of
window sizes of all source hosts (C3 and C4). Thetransient
performance of the RED gateway is therefore determined
by polesof G(z) x U(z). However, Eqg. (7) always has the
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modulus of 1.0 since the number of TCP connections n(k)
ischanged only by theinput U (z). It istherefore necessary
to exclude the modulus of 1.0 when analyzing the transient
behavior since the pole corresponding to the modulus of 1.0
has no impact on the transient behavior of the queue length
of the RED gateway. Note that we have linearly approxi-
mated the system around its equilibrium values when deriv-
ing Eq. (4). It istherefore expected that the approximation
error becomes large when the value of the window size or
the queue length deviates from their equilibrium values. In
Section 4, we therefore validate our approximate anaysis
by comparing analytic results with simulation ones.

First, we explain examples of the input U(z) in cases C1
and C2, where all TCP connections will operate in the con-
gestion avoidance phase.

1. Case of temporary change in the number of TCP con-
nections

A temporary change in the number of TCP connections
can be formulated by an impulse. For example, when
the number of TCP connections is increased by AN
(or decreased if AN isnegative) at sequence i, thein-
put u(k) and its z-transform U (z) are given by

AN ifk=S5;
u(k) { 0 otherwise
U(z) = AN 27 (8)

2. Case of generic change in the number of TCP connec-
tions

A generic change in the number of TCP connections
can be given by the convolution of multiple impulses.
For instance, when the number of TCP connectionsis
increased (or decreased) by AN; at segquence t;, the
z-transform of theinput, U(z), isgiven by

U(z) = ZANiz*ti 9)

3. Case of continuous change in the number of TCP con-
nections

A continuous change in the number of TCP connec-
tions can be formulated by the step function. For ex-
ample, when the number of TCP connections is in-
creased (or decreased) by AN at each sequence, the
z-transform of theinput, U(z), isgiven by

AN z

U@ = z—1

Second, we explain examples of theinput U(z) in cases C3
and C4, where a part of TCP connectionswill operate in the
slow start phase.

1. Case of temporary increase in the number of TCP con-
nections

When a part of TCP connections will operate in the
slow start phase, window sizes of these connections
are doubled every round-trip time. Hence, when the
number of TCP connections in the slow start phase is
increased by AN at sequence i, u(k) and U(z) are
approximately given by

AN S(k)(k—S;—1) )
(k) ~ R x 2 |fk>§'l
0 otherwise
25" (=Si-) AN 2
~ — 1
U()  P— (10)

In the above equation, we approximate n* = n(k)
since the number n (k) of TCP connections in the con-
gestion avoidance phase does not change. Similarly,
we approximate s* = 5(k). Note that in Eq. (10) we
assume that AN TCP connections established at se-
guence ¢ will not operate in the congestion avoidance
phase at dlot k (k > S;).

2. Caseof genericincrease in the number of TCP connec-
tions

A generic increase in the number of TCP connections
can be formulated by the convolution of Eq. (10). For
instance, when the number of TCP connections oper-
aing in the slow start phase is increased by AN; at
sequence t;, z-transform U (z) is given by

AN; 95" (=Si—1) y—titl

i

4 Numerical Examples and Discussions

In this section, by presenting several numerical examples,
we discuss the relation between a choice of control param-
eters of the RED gateway and its transient behavior. We
also validate our approximate analysis by comparing ana-
Iytic resultswith simulation ones. Inall analytic and simula-
tion results, without explicitly stated, the following param-
eters are used: the number of TCP connections in steady
state n* = 5, the processing speed of the RED gateway
B = 0.2 [packet/mg], the propagation delay = = 1 [mg].
Four control parameters of the RED gateway are configured
according to the recommendation in [2], i.e., ming, = 5,
maz, = 15, maz, = 0.1 and ¢, = 0.002.

Figure 4 showsthe stahility region when the number of TCP
connections, operating in the congestion avoidance phase, is
incremented by one. This figure shows the maximum mod-
ulusof polesof U(z) x G(z) (Eq. (7)) inthe min,—maxyy,
plane when the input U (z) is given by Eq. (8) withi = 0.
Thisfigure showsthat the operation of the RED gateway be-
comes unstable (i.e., the queue length of the RED gateway
never converges) when the maximum modulus of poles is
larger than 1.0. This figure also shows that the smaller the
maximum modulus of poles is, the better the transient be-
havior of the RED gateway becomes. One can find from this
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figure that the control parameter min,, has a large impact
on the transient behavior of the RED gateway. For instance,
in this case, the transient behavior of the RED gateway is
optimal if miny, ischosen around 8.0. On the contrary, one
can also find that the control parameter maz,y, haslittleim-
pact on the stability and the transient behavior. Note that
similar tendency is discovered in [8], where the steady state
analysis of the RED gateway is performed. From these ob-
servations, we can conjecture that if control parameters of
the RED gateway are configured for optimizing its steady
state performance, the transient behavior is also optimized.

In Fig. 5, we next show the stability region for ming, = 5
and maxy, = 15. In this figure, the maximum modulus
of poles of U(z) x G(z) is plotted in the B—r plane. This
figure indicates that both the processing speed of the RED
gateway B and the propagation delay  affect the transient
behavior of the RED gateway. Thisfigure also indicates that
the maximum modulus of polesis mostly determined by the
bandwidth—delay product (i.e., B x 7).

Figures 6 through Fig. 8 present numerical results from our
transient behavior analysis based on the transfer function.
These figures are for the cases that the number of TCP con-
nections, operating in the congestion avoidance phase, is
increased. In all these figures, Eq. (9) is used as the in-
put U(z), but ;s and AN;'s are set to different values.
In Fig6, t; = 5 and AN; = 1 are used for analyz-
ing the case that the number of TCP connections is incre-
mented by one. In Fig. 7, (t1,t2,t3) = (5,10,15) and
(ANy,AN,,AN;3) = (1,1,1) are used for analyzing the
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Figure 6: Impulse response and gain characteristic of U(z) x
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case that the number of TCP connections is incremented
by three. Finaly, in Fig. 8, (t1,t2,t3) = (5,10,15) and
(ANy,AN>,AN3) = (1,2,1) for analyzing the case that
the number of TCP connectionsis incremented by four.

In each figure, the impulse response of the transfer func-
tion U(z) x G(z) (upper) and the gain characteristic of
U(z) x G(z) (lower). The impulse response illustrates the
evolution of the queue length of the RED gateway. The gain
characteristic illustrates the amplitude of the transfer func-
tion U(z) x G(z) at different frequencies. Note that these
impulse responses are obtained not from iterative compu-
tation using Eq. (4), but from direct calculation using the
transfer function and the MATLAB language. By analyz-
ing these impulse responses, we can investigate the tran-
sient behavior of the RED gateway for various types of TCP
connection variations. For example, comparing gain char-
acteristics of Figs. 7 and 8 tells us that the amplitude of the
gueue length of the RED gateway in Fig. 8 islarger than that
inFig. 7. In other words, using the transfer function enables
usto analyze the transient behavior of the RED gateway not
in time domain but in frequency domain.
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Finaly, in Fig. 9, we show asimulation result when all TCP
connections operate in the congestion avoidance phase (i.e.,
case C2). This figure shows the evolution of the queue
length when the number of TCP connections operating in
the congestion avoidance phase is incremented by one at
t = 10 [9]. Inthissimulation, we use the ns-2 simulator for
the same network model with Fig. 1. The size of al TCP
packets is set to 1,000 [bytes]. In this figure, the analytic
result is also plotted for comparison purposes. This figure
shows that the analytic result roughly coincides to the sim-
ulation result. In particular, after the change in the number
of TCP connections, the settling time of the queue length in
simulation is amost identical to the analytic result. How-
ever, one can find that the amplitude of the queue length in
our analysisis smaller than that of ssmulation. Such differ-
ence might be caused by approximation errorsin lineariza-
tion or conservative estimation of w(k) or q(k). Asafuture
work, more investigation for minimizing the difference be-
tween analytic and simulation results would be appropriate.

5 Conclusion and Future Work

In this paper, we have analyzed the transient behavior of
the RED gateway for various types of TCP connection vari-
ations such as intermittent arrival or continuous arrival of

multiple TCP connections. We have used a control theo-
retic approach, which is based on the transfer function de-
scribing the relation between input and output not in time
domain but in frequency domain. Using the transfer func-
tion, various characteristics of afeedback system can bein-
vestigated. We are currently working to extend our analytic
approach for other AQM mechanisms.
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